Whys and hows of honeynets

by Anton Chuvakin, Ph.D. , GCIA
WRITTEN: 2003

DISCLAIMER:

Security is a rapidly changing field of human endeavor. Threats we face literally change every day; moreover, many security professionals consider the rate of change to be accelerating.  On top of that, to be able to stay in touch with such ever-changing reality, one has to evolve with the space as well. Thus, even though I hope that this document will be useful for to my readers, please keep in mind that is was possibly written years ago. Also, keep in mind that some of the URL might have gone 404, please Google around.


Knowledge is power. The more you know about your enemy, the better able you are to design an effective defense, and in the IT world, honeynets are focused on gaining information to do just that.

Lance Spitzner, the founder of Honeynet Project (, succinctly defines their value in one sentence: "The primary purpose of a Honeynet is to gather information about threats that exist." While there are some strong arguments in favor of using honeypots to protect IT resources (such as: they draw attacker's attention away from valuable servers, waste attacker's time and provide better detection capabilities due to the absence of false-positives), the most widely accepted benefit is in learning about the new threat factors. This is the basis for dividing honeypots into two categories: research and production. The former gather information, while the latter attempt to decrease the risks to a company’s computing resources, and provide advance warning about the incoming attacks. 


The term honeynet, apparently originated in the Honeynet Project and means a network of systems with fairly standard configurations connected to the Internet. The only difference is that all communication is recorded and analyzed, and no attacks targeted at third parties can escape the network. The systems are never weakened for easier hacking, but are often deployed in default configurations with minimum security patches.  Honeynet is a kind of honeypot most suitable for security research use.

Many companies still have systems connected to the public network with insecure default configurations. Thus, deploying such a honeynet will generate a realistic sample of attacks coming from the Internet together with a realistic response to such attacks. Research honeypots often are set up with no extra effort to lure attackers - blackhats locate and exploit systems on their own- and are unlikely to be used for prosecuting intruders. Of course, if one were to learn from the captured chat session that hackers are conspiring to attack an important government site, a quick email to CERT is in order. However, prosecutions based on honeypot evidence have never been tested in the courts. Note also that, the decision not to prosecute resolves all those entrapment worries that some people have about honeypots – if you don't aim to catch and prosecute, there don't seem to be any entrapment problems. However, do involve your legal team before setting up your hacker study project. Overall, honeypots are not the way to fish the script kiddies (low level attackers) out of the worldwide Internet pool, but rather the way to get a detailed picture of their operations and thought processes.


I run a honeynet for my employer, a member of Honeynet Research Alliance. It turns out that running a honeynet presents the ultimate challenge for a security professional, because  no "lock it down and maintain secure state" model is possible for such a deception network. If protecting a production net might be akin to defending a castle, running a honeynet infrastructure is similar to running a spy network deep behind enemy lines. You have to build defenses and hide and dodge attacks against which you can’t defend, while keeping a low profile on the network. It requires an in-depth expertise in many security technologies and beyond.


The honeynet I run consists of three hosts (see diagram): a victim host, a firewall and an IDS. This is the simplest configuration to maintain, but a workable honeynet can even be set up on a single machine if a virtual environment (such as VMWare or UML-Linux) is used. Combining IDS and firewall functionality by using a gateway IDS allows one to reduce the requirement to just two machines. A gateway IDS is a host with two network cards that analyzes the traffic passing through it and can make packet forwarding and send alerts decisions based on packet contents.  Currently the honeynet uses Linux on all systems, but we plan to deploy various other UNIX flavors as "victim" servers in the near future. Linux machines in default configurations are hacked often enough to provide a steady stream of data on hacker activity. One warning about running Windows machines as honeypots: Windows systems are not transparent (due to its closed source and binary configuration files, i.e. registry), and thus there is no way to reliably record/restore/compare the complete state of a Windows system, essential for a honeypot. Running a Windows victim is acceptable if a sufficiently high level of Windows security expertise is at hand. Will this change with the recent Microsoft agreement to make its code available? Otherwise, UNIX is a safe choice due to its higher transparency.


Honeynet Research Alliance has guidelines on data control and data capture for the deployed honeynet. They define the approximate firewall access control rules and data to be recorded by the honeynet IDS. Data Control is a capability required to control the traffic flow in and out of the honeynet in order to contain the blackhat actions within the defined policy. For example, rules such as 'no outgoing connections', 'limited number of outgoing connection per time unit', 'limited bandwidth of outgoing connections', 'attack filtering in outgoing connections' or their combination can be used on a honeynet. 


Data control functionality should be multilayer, allow for manual and automatic intervention, and should make every effort to protect innocent third parties from attacks launched from the honeynet. Data capture, on the other hand, defines the information that should be captured on the honeypot system, retention policies and standardized data formats which facilitate information sharing between the honeynets and cross-honeynet data processing. Also outlined is the proper separation of honeypots from production networks to protect the attack data from contamination by the regular network traffic. Data collection guidelines come into play when running a distributed honeynet. All the details are provided in the "Honeynet Definitions, Requirements, and Standards" document (http://project.honeynet.org/alliance/requirements.html).


In light of the above, I run my honeypot on a separate network connection. Firewall (hardened Linux iptables stateful firewall) allows and logs all the inbound connections to the honeypot machines and limits the outgoing traffic using some of the above rules depending on the protocol (with full logging as well).  It also blocks all IP spoofing attempts and fragmented packets, often used to conceal the source of a denial-of-service attack. Firewall also protects the analysis network from attacks originating from the honeypot. In fact, in the above setup, an attacker has to pierce two firewalls to get to the analysis network. The IDS machine also is firewalled, hardened and runs no services accessible from the untrusted network. The part of the rule set relevant to protecting the analysis network is very simple: no connections are allowed. IDS (Snort from  records all network traffic to a database and a binary traffic file via a stealth IP-less interface and also sends alerts on all known attacks detected by its signature base. In addition, special software monitors the intruder's key strokes and covertly send them to a monitoring station.


Since the Honeynet Research Alliance mandates multilayer data control and capture, we use other facilities to provide the same functionality as above. For example, 'tcpdump' tool can be used as the second data capture facility and bandwidth limiting device or border router ACL lists can serve as the second layer of data control. Numerous automated monitoring tools (both publicly available on the web and custom-designed for the environment) are watching the honeypot network for alerts and suspicious traffic patterns. 


Running the honeypot involves most of the usual security routine and much more. For example, log monitoring and analysis is crucial. Honeypots produce a lot of audit information and hard-to-analyze network traffic captures. Since there is a good chance that a new attack will not trigger an IDS, the comprehensive data analysis of IDS, firewall and host logs with event correlation from multiple sources is very important. To simplify the event correlation, it is highly recommended to synchronize the time via NTP on all the honeypot servers.


Our honeynet has gone through, among other things,six system compromises, several massive outbound denial-of-service attacks (all blocked by the firewall), major vulnerability scanning (hundreds of thousands of scans were attempted and blocked), and served as an IRC (chat) bot for Romanian hackers .


The main benefit we received from maintaining a honeynet is getting first hand knowledge about popular attacks, hacker tools and autonomous agents (such as worms). Our machines were scanned dozens of time per day for holes in Linux, the most notable being the WU-FTPD server vulnerability. For example, all exploited machines in the honeypot were hit via the WU-FTPD hole described in CERT advisory CA-2001-33. We captured and studied in the lab fully automated attack tools used by attackers. We also captured many backdoor and trojan kits ("rootkits") and vulnerability scanners/exploiters ("autorooters"). Evolution of attack tools reduced hacking to the following steps: one only needs to get the tool, unpack, run it overnight and then check in the morning for a list of the servers the hacker now owns.


Research honeynets, if monitored properly, also will provide advance warning of wide-spread new attacks. For example, we noticed the appearance and then a sharp surge of TCP port 1433 scans. The number of hits to our honeypot was similar to a well-researched CodeRed growth pattern. The number of accesses quickly grew from 0 to about 15 per day. Thus we rightfully concluded that a new worm was out. It was confirmed by the SANS report several hours later.


We also learned not to underestimate "script kiddies". While security administrators running watertight network setups used to sneer at them and claim that they have nothing to fear from such "hacker-wannabes", "kiddies" do present a threat, because there are a large number of them and they are extremely aggressive. The sheer number of scans and attacks aimed at Internet-facing networks illustrates that their automated tools soon will discover any minor mistake in network configuration . Open an unsecured FTP server to let somebody download stuff - and watch it change ownership within hours. It not uncommon for one such attacker to scan 200,000 hosts in one night from one compromised machine looking for a particular version of a vulnerable network service. In addition, the scan results are often kept in a database for future use, so that when the new exploit for a network service appears, they already have a list of potentially vulnerable hosts, ready for to take over. Research indicates that some of the script kiddies "own" networks consisting of hundreds of machines.


For those not yet convinced that they are a target, running a honeypot provides solid evidence that they are.


In addition, a honeypot is an amazingly effective tool for your team’s Incident Response (IR) training. Where else can you be faced with a real system compromise without the pressure to 'get it back up now', and 'fix it or be fired on the spot'? In addition, a honeypot's enhanced data collection capabilities allow you to find easy (and correct) answers to all the challenges posed by the compromise. 'What tool was used to attack?' - here it is, on the captured hard drive or extracted from network traffic. 'What did they want?' - look at their shell command history and know. You can quickly and effectively improve network and disk forensics skills, attacker tracking, log analysis, IDS tuning and many other critical security skills.


More advanced research projects involve hacker behavior profiling based on chat logs, hacker tracking and statistical analysis of attacks to identify patterns that can be used to predict them. All of the above projects require special expertise in addition to sophisticated security technology skills, and are continuously investigated by the Honeynet Project and Honeynet Research Alliance. For example, a profile of the Romanian hacker community (currently, the most active in the underground) is expected to be released by the Project in the near future.

Conclusion

There are some risks in running a honeypot. First, the dreaded liability question. What happens if the honeypot is used to attack other parties? This question has no clear answer since there is no clear answer even to 'what happens if your production systems are used for attack?' Consult your legal department for advice. The mere fact that nobody was sued for the liability, does not mean that there is no risk of that. At least one member of the Honeynet Research Alliance runs the honeypot with no outgoing connections at all.


Another risk is running it without sufficient expertise and attention paid to the systems. It is expected that security vendors and consultancies or universities with advanced computer security programs will possess such expertise. Research honeypots will not directly impact the safety of your organization, thus the decision to deploy it should come after all the regular security troubles are effectively disposed of.
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