4  Big Data

4.1 Introduction

In 2004, WaMart claimed to have the largest data warehouse with 500 terabytes storage
(equivalent to50 printed collectios of the USLibrary of Congresshn 2009, eBay storage amounted
to eight petabytes(think of 104 yers of HBTV video) Two years laterthe Yahoo warehouse
totalled 170 petabytes (8.5 times of all hard disk drives created in 189%incethe rise of
digitisation, enterprisesfrom various verticaldyave amassedurgeoningamounts of digital data,
capturing trillions of bytes of informatiormbout their customers suppliers and operationdata
volume is also growing exponentially due to the explosion of maeténerated data (data records,
web-log files, sensor data) and frogrowing human engagementitluin the social networks

The growth of data will never stogiccording tothe 2011 IDC Digital Universe Study, 130 exabytes

of data were created and storedin 2005. The amount grew to,227 exabytes in 2010 and is

projected to growat 45.2%to 7,910 exdytes in 2015 The growth of dataD2 y 4 (1 A (i dzi §& (K S
51 G ¢ LK S ¢ ecdiggicsl phenomenon brought about by the rapid rate of data growth

and parallel advancements in technology that have given rise to an ecosystem of software and
hardware prodets that are enabling users to analyse this data to produce new and more granular

levels of insight.
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Figurel: A decade of Digital Universe Growth: Storage in Exaf)ytes

4.1.1 WhatisBig Data?

According toMcKinsey' Big Data refers talatasetswhose size are beyond the ability of typical
database software tools toapture, store, manage and anaé¢J here is nexplicitdefinition of how
big a dataseshould bein order to be considered Big Datdlew technology has to be in place to

Ovum. What is Big Data: The End Game. [Online] Availablelitton/ovum.com/research/whatis-big-data-the-end-
game/[Accessed 9th July 2012].

IBM. Data growth and standards. [Online] Available frottp://www.ibm.com/developerworks/xml/library/x
datagrowth/index.html?ca=drs[Accessed 9th July 2012].

IDC. The 2011 Digital Universe Study: Extracting Value from Chaos. [Online] Available from:

http://www.em c.com/collateral/demos/microsites/emdigitatuniverse2011/index.htm[Accessed 9th July 2012].
James Manyika, et @big data: The next frontier for innovation, competition, and productivity. [Online] Available from:
http://www.mckinsey.com/insights/mgi/research/technology_and_innovation/big_data_the_ next_frontier for_innov
ation[Accessed 9th July 2012].
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manage this Big Data phenomenon. IDC defines Big Data technologies as a new generation of
technologies and architectures designed to extract value economically from very large volumes of a

w

wide variety of data by enablingigh velocity capture, discovery and analyiscording toh QwS A £ f &
. A3 RIFEGF A& RFEGF GKFG SEOSSRa GKS LINROSaaay3a Ol
too big, moves too fast, or does not fit the struadgrof existing database architectures. To gain

value from these data, there must be an alternative way to process it

4.1.2 Characteristics of Big Data
Big Data is not just about thezsi of databut also includeslata variety and data velocity. Togetter,
these three attributes form the three Vs of Big Data.

Figure2: The 3Vs of Big Data
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smallersized organisations are likely to leemere gigabytes or terabytes of data storage as opposed

to the petabytes or exabytes of data that big global enterpris@ge Data volume will continue to

grow, regardless ofhe organisatio® size.There is a natural tendency for companies to storeadat

of all sorts: financial data, medical datayéronmental data and so on. Many 65fK Sa S 02 YLJ y A S
datasets are within the terabytesange today but, soon they could reach petabytes oreven

exabytes

Data can come from eariety of sourceqtypically bah internal and external to an organisatioand

in a variety ottypes With the explosion of sensors, smart devices as well as social networking, data
in an enterprise has become complex because it includes not only structured traditional relational
data, but alsosemistructuredand unstructureddata

®  Edd Dumbill. Whais big data? [Online] Available froimttp://radar.oreilly.com/2012/01/whatis-big-data.html

[Accessed 9th July 2012].
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Figure3: Thethreedatatypes
Structured data This type describes data which is grouped into a relational scheme (e.g. rows and
columns within a standard databas@he data cafiguration and consistencgllowsit to respond to
simple queriesi 2 I NNA @S |G dzalofS AyF2N¥YFdAz2yX ol aSR
operational need.

Semistructured datd: This isa form of structured data that does not conform to an explanitd
fixed schema. The data inherently sellescribingand contains tags or other markeito enforce
hierarchies of records and fields within the daExamples include weblogs and social media feeds.

Unstructured data This type of data consists dbrmats which cannot easily be indexed into
relational tables for analysis or querying. Examples include images, audio andileisleo

Thevelocityof data in terms of the frequency of its generation and delivery is also a characteristic of
big data. Corentional understanding of velocity typically considers how quickly the data arrives and
is stored, and how quickly it can be retrieved. In the context of Big Data, velocity should also be
applied to data in motion: the speed at which the data is flowirige ¥arious information streams

and the increase in sensor network deployment have led to a constant flow of data at a pace that
has made it impossible for traditional systems to handle.

4.1.3 Why is Big Data important?

The convergence across businessndins has ushered in a new economic system that-gefining
relationships among producers, distributors, and consumers or goods and services. In an increasingly
complex world, business verticals are intertwined and what happens in one verticalliteas
impacts on other verticals. Within an organisation, this complexity makes it difficult for business
leaders to rely solely on experience (or intuition) to make decisions. They need to rely on data
structured, unstructured or senrstructured- to backup their decisions.

In the context of Big Data, the amount of information for assimilation goes way beyond the human
capacity. Moreover, current data technologies have their limitations in processingvolgaesand
avariety of data within a reasonabléme frame. To do so, new technologies, more aptly known as

® IDC, 2012
" Peter BunemanSemistructured Data. [Online] &ilable from:
http://homepages.inf.ed.ac.uk/opb/papers/PODS1997a.pacessed 9th July 2012].
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4.1.4 Big Dataand the public service sgor

Big Data affects government agencies the same way it does other organisations. Big Data brings the
potential to transform the work of government agencies by helping government agencies operate

more efficiently, create more transparency and make miofermed decisions. The data stores that

various government agencies accumulate over the years offer new opportunities for agencies which
Oty dzAS . A3 51iGlF GSOKy2ft23A8a G2 SEGNIOG Ayaridak
these insightzould then be used to improve government services.

A Deloitte report highlights how predictive analytica particular form of data analytics that uses

data mining to provide actionable forwatdoking intelligenceg is key to business improvement
acrossgovernment agencie$.Data analytics offers a range of new capabiliies government

agencies these include operational improvements in the areas of citizen service provision and tax

fraud detection, policy development specifically in the form of emitebased policy making, and
policyforecasting.

In 2012, the US government committed US$200 million, including US$73 million in research grants,

to its Big Data R&D stratedylhe initiative involves the National Science Foundation, the National
Institutes of Health, the Department of Defence, the Department of Energy and the United States
DS2f23A0If {dNBSe o! {D{uvd ¢KS O22NRAYIFIGSR STF2N
better use of the massive data sets at its disposal and reflects the comemis from federal

agencies to develop new technologies in science, national security and education.

4.2 Market Drivers

As the vendor ecosystem aroun@yBata matures and users begin exploring more stratégisiness

use cases, the potentiaif Big Dé | i@@acton data management and business analytics initiatives
will grow significantly According to IDC, the Big Data technology and service market was about
US$4.8 billion in 2011 The marketis projected to grow at a CAGR 3#.2%between 2011 and
2015. By 2015, the marketdizeis expected to be US$16.9 billion.

& Deloitte. Deloitte Analyticg Insight on tap: Improving public services through datalytics. [Online] Available from:

http://www.deloitte.com/assets/DcomUnitedKingdom/Local%20Assets/Documents/IndustE#aS/ukgpsdeloitte-
analytics.pdfAccessed 9th July 2012].

J. Nicholas Hoover. White House Shares $200 Million Big Data Plan. [Online] Available from:
http://www.informationweek.com/government/informatioamanagement/whitehouseshares200-million-big-
data/23270052FAccessed 9th July 2012].

IDC. Worldwide Big Data Technology and Services-2012 Forecast. [Online] Alable from:
http://www.idc.com/getdoc.jsp?containerld=2334§Bccessed 9th July 2012].
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Figure4: Global Big Data Market Projectitin

There are several factors that will drive this market:

4.2.1 Continwus growth of digital content

The increasingnarket adopion of mobile devices tt arecheapermore powerfuland packed with
apps and functionalitiess a major driver of the continuing growth of unstructured dafartner
estimates the2012 smartphone shipment to reach 467.7 million units. B2015, the expected
number of smartphones in the markaiill reach 1.1 billionThe market adoption of tabletss also
expected to increase significantbwver the next few yeatsfurther contributing to the growth b
data. In 202, shipment of tablets is expected to readi89 million tablets with the number
projected to riseto 369.3 million by 2015 This market adoption of mobile devices and the
prevalence of mobile Internet will see consumers increasingly beingected, using social media
networks aghe communication platfornas well aghe source of information.

Theconvergenceof mobile device adoptiorthe mobile Internet and social networkingrovides an
opportunity for organisations to a@tive campetitive advantage through arefficient analysis of
unstructured data. Businessegdhat are early adopters of Big Data technologies dpaised their
business omlata-driven decisiormaking wereable to achieve greater produetty of up to 5% or 6%
higher than the nan*2. Big Data technology early adopters suchFasebook, Linkedln, Walmart
and Amazorare good examplefor companieghat planto deploy Big Data analytics

4.2.2 Proliferation ofthe Internet of Things(loT)

According to Cisco Internet Businessu8ohs Group (IBS(lf) there will be 50 billion devices
connected to theeb by 2020Meanwhile,Gartnerreportedthat more than 65 billion devicesere

' Gartner. Gartner Says Worldwide Media Tablets Sales to Reach 119 Million Units in 2012. [Orilatsi Aan:
http://www.gartner.com/it/page.jsp?id=198011PFAccessed 9th July 2012].

Erik Brynjolfssoret al. Strength in Numbers: How Does D&teven Decisionmaking Affect Firm Performar{€nline]
Available fromhttp://papers.ssrn.com/sol3/papers.cfm?abstract id=18194868cessed 9th July 2012].

Cisco. The Internet of Things: How the Next Evolution of therlatés Changing Everything. [Online] Available from:
http://www.cisco.com/web/about/ac79/docs/innov/loT_IBSG 0411FINAL[AdEessed 9th July 2012].
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connected to the interneby 2010.By 2020, this number will go up to 230 billifrRegardlesghe
estimation, these connecteddevices,rangingfrom smart metersto a wide range of sensors and
actuators continually send out huge amoustof data that need to be stored and analysed.
Companiesthat deploy sensor networks will have to adopt relevant Big Dathrtetogies to process
the large amount oflata sent by these networks.

Internet of
Everything
Number of | ¢
meaningiu
interactions Internet of and People
| Information
1990 2000 2010 2020
> 50% of Internet Things create more traffic
Key milestones connections are than information and
things people
Number of intermittently
Internet-connected devices > 50 billion > 200 billion

Source: Gartner (September 201 1)

Figure5: Exponential growth in number of connected devitfes

4.2.3 Strong opensource initiatives

Many of he technologies within the Big Data ecosystem have an open source origin. The Hadoop
framework, in conjunction with additional software components such as the open s®ulaeguage

and a range of open sourceoBQL tools such as Cassandra and Apache HBdlse,core of many

Big Data discussions today. The popularity and viability of these open source tools have driven
vendors to launch their own versions of suchtoelgE h NI Of SQa @SNRA2%or2 T (K
integrate these tools with their pragstts .95 9 a/ Qa DNBSY L) dzY / 2YYdzy Al @
the open source Apache Hive, HBase and ZooK&gper

S
S

Some of the technology companies that are driving the technology evolution of the Big Data
landscape are affiliated to the open source comniyini different ways. For example, Cloudera is an

active contributor to various open source projeéts KAt S 9a/ Q& DNBSyLX dzy €I d:
social framework as an open source tool to enable collaboration on datasetd-atebookike
way®*Recently, A NIi 2y 62Nl & F2N¥SR | LI NIYSNEKALI gAGK ¢ f

% John Mahoney, HungeHongThe Internet of Things is Coming. [Online] Available from:

http://www.gartner.com/id=179962Accessed 9th July 2012].

Doug Henschen. Oracle Releases NoSQL Database, Advances Big Data Riahé\@lable from:
http://www.informationweek.com/software/informationmanagement/oracleeleasesnosgtdatabase
advances/23901480[Accessed 9th July 2012].

Doug Henschen. Oracle Releases NoSQL Database, Advances Big Data Plans. [Online] Available from:
http://www.informationweek.com/software/informationmanagement/oracleeleasesnosgtdatabase
advances/23190148[Accessed 9th July 2012].

Cloudera. Open Source. [Online] Available frattp://www.cloudera.com/company/opersource/[Accessed 9th July
2012].

Greenplum. EMC Goes Social, Open and Agile With Big Data. [Online] Available from:
http://www.greenplum.com/news/presgeleases/emeajoessociatopenand-agilewith-big-data[Accessed 9th July
2012].
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open source data integration platform to the Apache commutityrom these market movements,
it is reasonable to expect these "commercial open source" vendors to continue te grdater
adoption of Big Data technologies.

4.2.4 Increasing investments in BiData technologies

Information has always been a differentiator in the business world, allowing better business
decisions to be made in an increasingly competitarascaj. Previously, market informatiowas
largely made available through traditional marketeasch and data specialistfoday, virtually any
company with a large datasets can potentially become a serious player in the new information
game.The value of Bigpata will become more apparent ta corporate leadershipas companies

seek to become moré R -RINA @rfafiisatiosd | OO 2 NR A ¥, 8 dafairivén QrgeBigafioh &
Aa 2yS OGKFG al OljdzANBaz LINRPOSaasSa || yighcidsStg8eNT IS a
on and develop new products to navigate the competitive landsgape

A Big Data Insight Group surdegf 300 senior personnel from a broad range of industry seétors
many organisations are seeing Big Data as an important area for tlggnisations 50% of the
respondents indicated current research into, and sourcing of, Big Data solutions while another 33%
acknowledged that they were implementing or had implemented some form of Big Data solutions.
This survey indicates that many organisas perceive Big Data as an important development and
this interest could translate into future demand for Big Data technologies.

Y 2NI2y 2N A® | 2NIi2y 2Ny a !yy2dy0Sa {dGNIFGS3IAO0 t+F NIYSNEKAL]
Data IntegratiorPlatform at Apache Community. [Online] Available fréuip://hortonworks.com/about-
us/news/hortonworksannouncesstrategicpartnershipwith-talend-to-bring-worldsmost-popularopensourcedata
integration-platform-to-a/ [Accessed 9th July 2012].

DJ Patil. Building Data Science Teams. [Online] AvailableHtipifassets.en.oreilly.com/1/eventseries/23/Building
DataSciencelTeams.pdfAccessed 9th July 2012].

Survey was conducted in February and March 2012. It was completd@DlseBior Business, finance and IT personnel
from a broad range of industry sector including financial, retail, telecommunications and public sector. They represent
companies of all sizes from SMEs to blue chip organisations

Big Data Insight Group. Th& Big Data Insight Group Industry Trends Report. [Online] Available from:
http://www.thebigdatainsightgroup.com/site/article/1sbig-data-insightgroup-industrytrendsreport [Accessed 9th

July 2012].
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Figure6: Current status of Big Data initiatives

4.2.5 Research and development inveing high-performance computing

Research an®evelopment (R&D) that involves datdensive workloads, such as higbrformance
computing, life sciences and earth sciences, find value in Big Data technologies. For example, at
CERN, the Swiss researcholatory outside Geneva,hysicists studying the results of tests at the
Large Hadron Collider (LHC) have to decide how to store, process and distribute the usable
information accruing from the 22 petabytes of data generated annd&lije tests typicallypduce

vastly more amount of data than what gets studied. Baa technologies have to be in place to
support such R&D efforts because they not only enable patbexsed analysis of complicated
datasets but also more efficient analysis outputs.

4.3 Diving deep into Big Data

4.3.1 ExistingBig DataTechnologies

There are no comprehensigig Dataechnology standards in pladeday. The main reason ishat
the Big [ata analytics projectsompaniesare takingon aretypicallycomplexand diversen nature.

A proven comprehensive Big Data certification and standards are not yet in place altrmugh s
vendors such as IBM and EMC have announced certification proggsmentred on providing
training fortheir Hadoopbased products.

Hadoopis almost synonywus with theterm & . A 3 irbthelindustryand is popular for handling
huge volume of unstructured datd’he Hadoop Distributed-ile System enabdea highly scalable,

redundant datastorage and processing environment that can be used to exetifferent types of

largescale computing projectsFor large volume structured data processirapterprises use
analytical databases such fisa / Q& D NaBdbtyS Bl dRAstérDeXa Systems. Many of ge

appliances offer connectorw plug-insfor integration with Hadoopsystems

Big Data technology can be broken down into two major componeritee hardwarecomponent
and the softwarecomponentas shown in the figure belawwhe hardwarecomponentrefers to the
component and infrastructure layeiThe software component can be further divided intodata

% rfan Khan. CERN, US, UK projects push big data limits. [Online] Availabletfsoimyww.itworld.com/big

datahadoop/f271154/cerrus-uk-projectspushbig-datalimits [Accessed 9th July 2012].
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organisation and management software, analytics and discovery software and decision support and
automation software®
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Figure7: Big Data Technology Stack

Infrastructure

Infradructure is the foundation of the Big Data technology statke main components of any data
storageinfrastructure- industry standard x86 servesnd networkingbandwidth of10 Gbpanay be
extended toa Big Data storage facilitf@orage systems aralsobecoming more flexible and are
being designedn a scaleout fashion enabling thescalingof systemperformance ancdcapacity In-
memory computing is supported by increased capabilities in system memory delivered at lower
prices, making muHgigabytes (een multiterabytes) memory more affordablén many instances,
NAND flash meory boards are deployed together with tradition@lynamic Random Access
Memory ORAN), producinga more costeffective and improved performance.

Data organisation and managenmg

This layer refers tothe software that processes and prepares all types of structured and
unstructured data for analysis. This layer extracts, cleanses, normalises and integrate$vetata.
architectures ¢ extended Relational Database Management Syst@DBMS) and the NoSQL
database management systetrhavebeen developedo managethe differenttypes ofdata.

Extended RDBMS is optimised for scale and speed in procésgjagelational datdi.e., structured
data) sets, adopting approaches suchwsng columnar data stores to reduce the number of table
scans (columnar database) and exploiting massively parallel processing (MPP) frasn@mottke
other hand, theNoSQLldatabase management system (NoSQL DB&)y out of the realisation
0KFG { v [ctioral quaNiesyaad detailed indexing are not suitable foe processing of
unstructured fileymore discussion on NoSQL DBMS in the chapter of Technology Outlook)

Data Analytics and Discovery

This layer comprises two data analytics software segmesoftware that supports offline, ad hoc,
discovery and deep analytics, and software that supports dynamidine@lanalysis and automated,
rule-based transactional decision making. The tools can also be categorised by the type of data being
analysedsuch as text, audio and video. The tools within this layer can also be at different levels of

% |DCID@ Worldwide Big Datdaxonomy 2011. [Online] Available from:
http://ww w.idc.com/getdoc.jsp?containerld=2310P8ccessed 9th July 2012].
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sophistication. There are tools that allow for highly complex and predictive analysis as well as tools
that simply help with basic data aggregation and trend réipg. In any case, the usage of the tools

is not mutually exclusive there can be a set of tools with different features residing in a system to
enable Big Data analytics.

Decision support and automation interface

The process of data analysis usudtiyolves a closetbop decision making model which, at the
minimum, includes steps such as track, analyse, decide and@a&upport decision making and to
ensurethat an action is taken based on data analysisds a trivial matter. From a technology
perspective, additional functionalities such dgcision capture and retentioare required to support
collaboration andiskmanagement

There are two decision support and automation software categortesnsactional decision
management andprojectbased decision management softwareThe former is automated,
embedded witlin applications, reatime and rulesbasedin nature.It enables the use of outputs to
prescribe or enforce rules, methods and procesdesamples include fraud detection, securities
trading, airline pricing optinsation, product recommendation and network monitoring. Project
based decision managementtigicallystandalong ad-hocandexploratoryin nature.It can be used
for forecasting and estimation of trendExamples include applidgahs for customer segmentation
for targeted marketingproductdevelopment, and weather forecasting.

4.3.2 Big Data andCloudComputing

Rapidly evolving cloud services are enabling organisations to overcome the challenges associated
with Big Data. Earlgdopters of Big Data on the cloud would be users deploying Hadoop clusters on
the highly scalable and elastic environments provided by InfrastruetsgeService (laaS) providers

such as Amazon Web Services and Rackspace, for test and developmentabysis af existing
datasets. These providers offer data storage and data ‘opckn a coseffective manner. They
deliver a lowcost and reliable environment that gives organisations the computing resources they
need to store their structured and unstruced data. At the Softwarasa-Service (SaaS) level,
embedded analytics engines help analyse the data stored on the cloud. The analytics output can
then be provided to the end users through an interface.

Cloud computing provides an opportunity for Bigt®deploynent. However, \uenit comes tothe

transfer of data to and from thes&vo environments, bandwidth and integration issues will emerge
as themainbarrier for the use of Big Data on the cloud

4.3.3 The Data Challenge

The systematic appachtoward data collection in order tenhance randomness in data sampling
and reduce biass not apparent in the collection of Big Data s@tBig Data sets do not aturally
eliminate data biasThe data collected can still be incomplete and distosdudch n turn, can lead
to skewedconclusions. Consider the case of Twitidrich is commonly scrutinised for insights abou

% Danah Boyd, Kate Crawford. Six Provocations for Big Data. [Online] Available from:

http://papers.ssrn.com/sol3/ppers.cfm?abstract id=192648Accessed 9th July 2012].
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usersentiments.There is an inherent problem with using Twitter as a data source as only 40% of
¢CoAG0GSNRA | Ol A BS nglaadSniitEcontriddiig® Yhis MiByf seggebt Ahat dh8 ydets
come from a certain type of people (probably people who are more vocal and participative in social
media) than from a true random sample. In addition, Twitter makes a sample of its materials
availale to the public through its streaming Application Programming Interfaces (Xmis$. not

clear how the sample of materials is derived.

Big data can also raise privacy concerns and reveal unintended information. Researchers from the
University of Texa at Austin have found thaitnonymizeddata from a social network platform,
combined with readily available data from other online sources, can render thedgsdaonymized

and reveal sensitive information about a persdim a test involving Flickr (a pto-sharing site) and
Twitter, the researchers were able to identify a third of the users with accounts on both sites simply
by researching for recognisable patternsanonymizednetwork data. The researchers found that

they could extract sensitive inforation about individuals using just the connections between users,
even if almost all of the personally identifying information had been removed, provided they could
compare these patterns with those from another social network graph where some user intionma

was accessible.

Big Data is nojust about the technologyit is alsoabout the people and business procesddsiny
discussions in the Big Data spacevdeevolvedaround the benefits of the technologies and how

they help companies gain competitivehantage.There is a danger that Big Data adopters are
missing the bigger picture, ie, including the discussions around the people and business processes.
Before jumping onto the Big Data bandwagon, companies must first evaluate the business case and
specfic outcomes of their proposed Big Data initiatives. Thereafter, they would need to consider re
architecting their internal IT systems from a data management and business process standpoint to
make the investment more strategic to the business.

4.3.4 Data Science and thase of the Data Scientist

Data science is the general analysis of the creation of data. This means the comprehensive
understanding of where data comes from, what data represents, and how to turn data into
information that drives deciens. This encompasses statistics, hypothesis testing, predictive
modelling and understanding the effects of performing computations on data, among other things.
Data science pools these skills together to provide a scientific discipline to the areagbsis
productizing of dat&’
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2012].

Twitter. Public streams. [Online] Available fromttps://dev.twitter.com/docs/streamingapis/streams/public
[Accessed 9th July 2012].

Erica Naone. Unmasking Sodildtwork Users. [Online] Available from:
http://www.technologyreview.om/web/22593/ [Accessed 9th July 2012].

Mike Loukides. What is data science? [Online] Available fnbtm//radar.oreilly.com/2010/06/whatis-data
science.htm[Accessed 9thuly 2012].

Whatsthebigdata.com. A Very Short History of Data Science. [Online] Available from:
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the data scientist as a individual responsible for modelling complex business problems,
discovering business insights and identifying opportunities through the use of statistical, algorithmic,
mining and visualization techniques. In addition to advanced analytic skills, tinédiral is also
proficient at integrating and preparing large, variddtasets, architecting speciadis database and
computing environments, and communicating results. A data scientist may need to have speciali
industry knowledge to model business ptems, and understand and prepare data. In short, data
scientists require a repertoire of technical and business skills.

Data
Management

Analytics
Modeling

Business Analysis

Figure8: Core data scientist skills

Professionals havinthis wide range of skills are raren this explains why data scientists are
currentlyin short supplyBy 2018, the USA alone could facehortage 040,000 t0190,000people
with deep analytical skills as well as 1.5 million ngera and analysts with the knelmow of Big
Dataanalysiso make effective decisiorfsin most orgarsations, rather than looking for individuals
with all of these capabilities, inight be necessary to build a team of people thadllectively
possesssthese skill"

Data Management

Data manipulation, integration and preparation skills are important because robust datasets are
often at the core of deep analytics efforts. Data can be in disparate locations (eg, intetaain
different repositories and data in the cloud) and large in volume. Traditional RDBMS products tend
to impose performance and flexibility restrictions for these kinds of advanced analytics activities.
Many efforts are put into databases designed liagh-performance crunching of numbers, text and
other types of content such as audio, video and raw data streams. Having experience with some of
the technologies such as NoSQL angngmory computing are therefore a plus. Most advanced
analytics involvedinding relationships across datasets. Hence, data scientists must be adept at
integrating data. In addition, legitimate analytics requires kggiality data and the data scientists
must also be skilled at validating and cleansing data

Analytics modeliing

Analytics modelling is the process of formulating ways to explore and gain insights from data. An
important functional skill set here is to be able to sumrearand visuatie data to understand key

3 Douglas Laney, Lisa K&mergingole of theData Sientist and theArt of Data Science [Online] Available from:
http://www.gartner.com/id=1955619Accessed 9th Jy2012].
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relationships. Depending on the applied domain angetyof data, different set of analytics
algorithms will be needed. Therefore, there is a need to be able to regodghe appropriate
analytics technique to use for the data and business problem. Analytics modelling skills allow a data
scientist to build ad diagnose mode}sind interpret analytic insights for business users.

Business analysis

Business analysis skithre guided by an understanding of the business context that drives the
analysis andeveragesthe value of dataData scientistshould ke ableto correctly frame a problem
and come up with a hypothesis. Business analysis alsala@glihe ability to distinguish merfacts
from insights that will matter to the business, and to communicatesth insights to business
leaders

In response tothe talent shortage of data scientistgnterprises have come up with training
programmes to train interested individuals. For example, IBMas launched a partnership
programme with universities in China, India, Ireland and Scotland to help universiigsdtudents
adept at analytic. EMC establisheils own Data Scientist Associate (EMCDSA) Certification which
encompasses the training of various data scientist skill sets. Cloatserhas its own certifications,

in the form ofthe Cloudera Certifie®eveloper Exam and Cloudera Certified Administrator EXam

44 Technology Outlook

The following section discusses some of the Big Data technologies along with the projected
time framefor mainstream adoption.

4.4.1 Less than threg/ears

4.4.1.1Hadbop MapReduceand Hadoop Distributed File SystefiHDFS)

Hadoop is a framework that provides open source libraries for distributed computing using
MapReduce software and its own distributed file system, simply known as the Hadoop Distributed
File System (BIFS). It is designed to scale out from a few computing nodes to thousands of
machines, each offering local computation and storage. One of Hadoop's main value propositions is
that it is designed to run on commodity hardware such as commodity servers sormrcomputers

and has high tolerance for hardware failure. In Hadoop, hardware failure is treated as a rule rather
than an exception.

HDFS

% Erica ThinesenlBM Partners with Universities Worldwide to Promote Analytics Studies. [Online] Available from:

http:// www.itproportal.com/2011/12/23/ibmpartnersuniversitiesaroundworldwide-promote-analyticsstudies/
[Accessed 9th July 2012].

Jon Zuanich. Cloudera Training for Apache Hadoop and Certification at Hadoop World. [Online] Available from:
http://www.cloudera.com/blog/2011/09/clouderarainingfor-apachehadoopand-certification-at-hadoopworld/
[Accessed 9th July 2012].
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The HDFS is a fautilerant storage system that can store huge amounts of information, scale up
incrementally ad survive storage failure without losing data. Hadoop clusters are built with
inexpensive computers. If one computer (or node) fails, the cluster can continue to operate without
losing data or interrupting work by simply-déstributing the work to the reraining machines in the
cluster. HDFS manages storage on the cluster by breaking files into smalldsidsksre duplicated
copies of themacross the pool of nodes. The figure below illustrates how a data set is typically
stored across a cluster fif’e nodes. In this example, the entire data set will still be available even if
two of the servers have failed.

Figure9: lllustration of distributed file storage using HDFS

Comparedio other redundancy techniques, including theatrgiesemployed by Redundant Array
of Independent Disks (RAID) machind®FS offers two key advantagésrstly, HDFS requires no
special hardware s it can be built from commomardware. Secondly, it enables efficient
technique of data processing the form of MapReduce.

MapReducé’

Most enterprise data management tools (database management systems) are designed to make
simple queries run quickly. Typically, the data is indexed so that only small portions of the data need
to be examined in order t@nswer a query. This solution, however, does not work for data that
cannot be indexed, namely in sestructured form (text files) or unstructured form (media files). To
answer a query in this case, all the data has to be examined. Hadoop uses the MegpRatimique

to carry out this exhaustive analysis quickly.

MapReduce is a data processing algorithm that uses a parallel programming implementation. In
simple terms, MapReduce is a programming paradigm that involves distributing a task across
multiple nodes running a "map" function. The map function takes the problem, splits it inte sub
parts and sends them to different machines so that all the-gaitis can run concurrently. The
results from the parallel map functions are collected and distributed ®etaof servers running

3 Jeffrey @an, Sanjay Ghemawat. MapReduce: Simplified Data Processing on Large Clusters. [Online] Available from:

http://static.usenix.org/event/osdiO4/tech/dean.htmAccessed 9th July 2012].
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"reduce" functions, which then takes the results from the qasts and recombines them to get the

single answer

The Hadoop ecsystems

In addition toMapReduce and HDFS, Hadoop also refers to a colleatiother software progcts
that uses the MapReduce and HDFS framework. The following table briefly desoibesf these

tools.
HBase A keyvalue pair database management system that runs on HDFS
Hive A system of dnctions that support data summiaation and aehoc
guery ofthe Hadoop MapReduce result set used for data warehous
Pig High-level language for managing data flow and application execy
in the Hadoop environment
Mahout Machinelearning system implemented on Hadoop
Centralsed service for maintaing configuration information, naming
Zookeeper - o LS - .
providing distributed synchrosation, and providing group services
Sqoop A tool designed for transferring bulk data between Hadoop and
structured data stores such as relational databases

According to IDC, thglobal market size of Hadoop projects in 204asUS$77 million. The market
is expected to grow almost nine folth US$682.5 million by 2018

% Garl W. Olofson, Dan Vess#torldwide Hadoog; MapReduce Ecosystem Software 2@ 6 ForecagiOnline]
Available fromhttp://www.idc.com/getdoc.jsp?containerld=23429Accessed 9th July 22]L
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Opportunities

Semi-structured and unstructured data setwe the two fastest growing data types in the digital
universe. Analysis of these two data types will not be possible with traditional database
management systemddadoop HDFS and MapReduce enable the analysis of these two data types,
giving organisations the opportunity to extract insigtsm bigger data setsvithin a reasonable
amount of processing time.

Hadoop MapReduc®a LJF NJ f £ St LIMBsOrfsréased i€ spedd afllexracfioh aril
transformation of dataHadoop MapReduce can be used as a data integration tool by reducing large
amounts of data tdhe representative form whiclcanthen be stored in the data warehouse

At the current stagef developnent, Hadoop is not medrio be a replacement for scalgp storage

and is designed more for batch processing rather than for interactive applications. It is also not
optimised to work on small file sizes as the performance gains may not be considerable when
compared to huge data processing.

Inhibitors

Lack of industry standards is a major inhibitor to Hadoop adoption. Currently, a numéereoding
Hadoop vendors are offeringheir customised versions of HadoopIDFS is not fully Portable
Operating Systa Interface (POSIXpmpliant, which means system administrators cannot interact
with it the same way they would with a Linux or Unix system.

Thescarcity of expertise capable of buildiagMapReduce system, managing Hadoop applications
and performing dep analysis of the data willso be a challengéAt the same time, many of the
Hadoop projects require customisation and there is no industry standard on the best practices for
implementation.

Many enterprises may not need Hadoop on a continual basismxfor specific batciprocessing
jobs that involve very huge data sets. Hence, the return of investniB®@l)for on-premise
deployment will not be attractive. In addition, thimtegration of Hadoop clusters with legacy
systensiscomplex and cumbersomand is likely to remain aslkag challenge in the near term.

4.4.1.2NoSQL Database management systéioSQL DBMS)
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NoSQL database management systéDBMSsare available as open sourae®ftwareand designed

for use in high data volume applicationsdlustered environmentsThey often do not have fixed
schema and are nerelational, unlike the traditional SQL database managetsystem(also known
asRDMS)n many data warehouses today. Because they do not adhere to a fixed schema, NoSQL
DBMS permit mare flexible usageallowing highspeed access to sessiructured and unstructured

data. However SQL interfaces arelso increasingly beingused alongside the MapReduce
programming paradigm.

There are several types of NoSQL DBMS:

Keyvalue store¥: Keyvalue pair (KVP) tables are used to provide persistence management for

many of the other NoSQL technologies. The concept is as follows: the table has two cotumaris

the key; the other is the value. The value could be a single value or a data bideinicay many

values, the format of which is determined by program code. KVP tables may use indexing, hash
tables or sparse arrays to provide rapid retrieval and insertion capability, depending on the need for

fast lookup, fast insertion or efficient stage. KVP tables are best applied to simple data structures

and on the Hadoop MapReduce environment. Examples ofgkey dzS RIF GF adGd2NBa ||
58yl Y2 YR hNI.Of SQa .SNJ]StSes5.

Keys Value

3414 |al aGNARy3a 27
3437 G adNARy3 27
3497 GFNBRSa 2F 0A)

Figurell: Example of Keyalue pair table

Documentoriented databaseA documentoriented database is a database designed for storing,

retrieving and managing documentiented or semistructured data. Thecentral concept of a

document2 NASY SR RFGFolaS Aa GKS y2G4A2y 2F | aR2C
document are encapsulated or encoded in some standard format such as JavaScript Object Notation
(JSON), Binary JavaScript Object Notation (BSONadr @ 9 EI| YLJ Sa 2F G(KSasS RI
/| 2dzOK5. FyR mMn3SyQa az2y3dz2s5.

Graph databasé& A graph database contains nodes, edges and properties to represent and store

data. In a graph database, every entity contains a direct pointer to its adjaemeat and no index

look-ups are required. A graph database is useful when laogée multilevel relationship traversals

are common and is best suited for processing complex a@mgany connections such as social

networks. A graph may be captured by dl@astore that supportsecursive joins such as BigTable

and Cassandra. Examples of graptabasest y Of dzZRS LY FAYAGSDNI LIK FNRBY ho
open source graph database.

Opportunities

With the Big Data movement comes a series of use disgonventional schematic DBMS is not
meant to address. These cases typically include providing data processing and access environments

% Carl W. OlofsoriThe Big Deal about Big Data. [Online] Available from:
http://www.idc.com/getdoc.jsp?containerld=2269QAccessed 9th July 2012].

3" Info Grid. Operations on a Graplat@base. [Online] Available frorhttp://infogrid.org/blog/2010/03/operationson-a-
graphdatabasepart-4/ [Accessed 9th July 2012].
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for largescale, computentensive analytics. The fact that NoSQL has been developed to handle data
management problers well outside the realm of traditional databases spells new opportunities for
the technology. NoSQL databases are designed to be able to scale out on commodity hardware
(adopting the principle of the Hadoop framework) to manage the exploding data andairion
volumes. The result is that the cost per gigabyte or transactions per second for NoOSQL can be many
times less than the cost for RDBMS, allowing more data storage and processing at a lower price
point. However, it is important to recognise that tidoSQL database can realistically focus on two

of the three properties of Consistency, Availability and Partition Tolerance (CAP Theorem). NoSQL
databases need partition tolerance in order to scale properly, so it is very likely they will have to
sacrificeeither availability or consistency.

Inhibitors

The history of RDBMS systems in the maikedicatesthe level of technology maturity that gives
assurance to most CIOs. For the most part, RDBMS systems are stable and richly functional. In
contrast, mostNoSQL alternatives are in ppeoduction versions with many key features yet to be
implemented. There is no shortage of developers who are familiar with RDBMS concepts and
programming. In contrast, there are very few who can claim to be an expert in Nd&8glhase
concept and programming. Many of the developers dealing with NoSQL are going through a learning
phase. However this situation will change over time as more become familiar with NoSQL DBMS.

4.4.1.3Visualisationbaseddata discovery tool

The vsualisationbased data discovery tool belongs to an emerging category of-teasye data
analytics tools that provide business analytics capabilities suitable for workgroup or personal use. A
data discovery tool provides usability, flexibility and contweér how to model and build content
without having to go through the IT department. The visualisabiased data discovery tool is an
alternative to traditional business intelligence platforms and offers interactive graphical user
interfaces built on iremory architecture to address business user needs

Visualgation-based data discovery toolaclude a proprietarydata structurethat store and model
data gathered from disparate sourgesbuilt-in performance layer thamakesdata aggregations
summaries andpre-calculationsunnecessary, andn intuitive interfacethat enablesusers to explore
data without much training

Opportunities
According to a study bthe AberdeenGroup, managersvho make useof visual discovery tools are

8% more likely than thir peers to be able to access thight information in a timely manner that
will enable them to impact decisianaking®

% David WhitePicture thisSef-Service Bl througlbata Discovery& Visualzation. [Online] Available from:

http://aberdeen.com/AberdeerLibrary/7729/Atbusinessntelligenceanalytics.aspfAccessed 9th July 2012].
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Figurel?2: Visuaisationbasedtool provides timely access to information

Visualisation discovery alsoromotes selfservice business analyticenabling business users to
proactively address business intelligence needs in a timely way. Theesalfe approach frees up

the IT department to focus on other tasks while empowering end users to create persanalis
reports and queriesTo facilitate the speedy retrieval of relevant business intelligence, the user
interface must be intuitive and easy to use, the metrics and vocabulary must be comprehensible,
and processes must be clear and understandaBlganisaibns deploying wual discovery tools can
manage65% more users with every supporting member of the 1T $taff

Visual discovery

USEers 726

Others 440

0 200 400 600 200
Bl users per supporting FTE, n=346

Source: Aberdeen Group, March 2011
Figurel3: Visualisation based tools better leverage scarce IT resources

Inhibitors

Thedata discovery tool's inherent ability to work independently, oftesults in itsde-couplingfrom

"official" cleansed and sanctioned underlying metadata, business glossaries and data stores. Data
stewards may want to prevent the spre&d¥ adzOK (22t a (2 *% ORINRD i&BD & a
addition, more often than not, data regulations are present within organisations that maintain data

guality and security. In this cagbge selfservice nature of thitool maycurtail its usage.

4.4.1.4Text analytics

% spread marts are data shadow systems in which individuals collect and massage data on an ongoing basis to support

their information requirements. These shadow systems usually built on spreadsheets, exist outside of agfroved,
managed corporate data repositories (e.g., data warehouses) and contain data and logic that often conflict with
corporate data.
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Text analytics is the process of deriving information from text sources. These text sources are forms

of semistructured data that include web materials, blogs, and social media postings (such as
tweets). The technology within text atytics comes from fundamental fields including linguistics,

statistics and machine learning. In general, modern text analytics uses statistical models coupled

with linguistic theories to capture patterns in human languages such that machines can

Gdzy REREGKKS YSIyAy3a 2F GSEdGa yR LISNF2NY O NR 2 d:
simple as entity extraction or more complex in the form of fact extraction or concept analysis

Entity extraction Entity extraction identifiean item, a person orrgy individual piece of information
such & dates, companies or countries.

Fact extraction A fact is a statement about something that exists, has happened and is generally
known. It is defined by a collection of entities and fact extraction identifiedearelationship, cause

or property.

Conceptextraction Goncept extraction functions identify an event, process, trend or behaviour.

Text analytics will be an increasingly important tool for organisations as the attention shifts from
structured dataanalysis to semstructured data analysis. One major application of text analytics
would be in the field of sentiment analysis where consumer feedback can be extracted from the
social media feeds and blog commentaries. The potential of text analytidssirapplication has
spurred much research interest in the R&D community. In the Singapore Management University
(SMU), text analytics ®sn important research arethat includes adaptive relation extraction which

is the task of finding relations between @ale, organisations and other entities from natural
language textunsupervised information extraction which explores the conversion of unstructured
free text into structured information without human annotatioasd text mining on social media for

the pumpose of uncovering user sentiments

Opportunities:

Combining text analytics with traditional structured data allows a more complete view of the issue,
compared to analysis using traditional data mining tools. Applying text mining in the area of
sentimert analysis helps organisations uncover sentiments to improve their customer relationship
management. Text analytics can also be applied in the area of public security by the scrutiny of text
for patterns that characterise criminal activity or terrorist epiracy

Inhibitors:

The text analytics solution market is still immature. The analytics engine will face challenges in
dealing with norENnglish content and local colloquialisms. Hence, a text analytics solution developed
for a particular market may nobe directly applicable in another situation a certain level of
customisation will be needed. The suitability of text analytics on certain text sources, such as
technical documents or documents with many domain specific terms, may be questionable.as well

Adoption of text analytics is more than just deploying the technalsgpwing the metrics to usa
determiningthe resuls is also a required skilThere has to be an understandingvafat to analyse
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and howto use the outcome of analysi® improve business. This requires a certain level of
subjectivitywhich may not be what management desires

4.4.1.5In-memory analytics

In-memory analytics israanalytics layer inwhich detailed data(up to terabytessize)is loaded
directly into the system menory from a variety of data sources, for fast query and calculation
performance. In theory, this approagtartly removesthe need to buildmetadatain the form of
relational aggregates and paalculated cubes.

The use of imMmemory processingas a baclend resource for business analytics improves
performance.On the traditional distbased analytics platform, metadata has to be created before

the actual analytics process takes platbe way which the metadata is modelled is dependent on

the analytics regirements. Changing the way to model the metadata to fulfill new requirements

requires a good level of technical knowledgemamory analytics removes the need to preodel

GKA&a YSGFRIFGE F2NJ SOSNE SyYyR dza SNDA egsSccenaider / 2y asS
every possible avenue of analysis. The relevance of the analytics content is also improved as data

can be analysed the moment it is stored in the memory. The speed that is deliveredrigyriary

analytics makes it possible to power inteniget visualisation of datasets, making data access a more
exploratory experience

Mobile
i i 2
. In-Memory Data Store
Persistent
Store
RDBMS " T
Applications

Figurel4: Inn-memory analytics overviett

In-memory analytics is enabled by eries of inmemory technologies:
In-memory data managerent:
I. In-memory database management system (IMDBMS): An IMDBMS stores the entire database in

the computer RAM, negating the need for disk I/O instructions. This allows appligdt run
completely in memory.

“0" Massimo PezzinNet IT Out: IiMemory Computing Thinking the Unthinkable Applicatiof©nline] Available from:

http://agendabuilder.gartner.com/ESC23/webpages/SessionDetail.aspx?EventSession|pAddBed 9th July
2012].
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In-memory data grid (IMDG)The IMDG provides distributed inmemory store in which

I.
multiple, distributed applications can mlaand retrie\e large volumes of data objects.

In-memory low-latency messaging:
This platform provides a mechanism for applications to exchange messages as rapidly lds possi

through direct memory communications.
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In-Memory Application Platforms

In-Memory Event-Processing In-Memory
Analytics Platforms Application Server

In-Memory Data Management In-Memory (Low Latency)
In-Memory DBMS  |In-Memory Data Grid Mossaang

ry-Intensive Computing Platform
(DRAM, Flash, SSD, Multicore, InfiniBand, Clusters, Grid, Cloud)

Figure15: Taxonomy of irmemory computing technologiés

Opportunities

In-memory analytics can work with large and complex data sets and churn output in a matter of
minutesor even secondsThis way, irMmemory analytics can be provided as a form of #teak or

near reaitime services to the usersWith less dependency on the metadata;memory aralytics

will enalde selfservice analysis. Wén coupled with interactive vigilisation and data discovery tools

for intuitive, unencumberedand fast exploration of datan-memory analytics can facilitate a series
2F a®XKeE (¢ with fuick results This facilitates the finetuning of analytics results with
multiple query iteations whichin turn, enables better decision making.

Inhibitors

In-memory analytics technology has the potential to subvert enterpdiae integration efforts As
the technology enablestandalone usage organgations need to ensure they have theeans to
govern its usage and there @& unbroken chain of data lineage from the report to the original
source system

Although the average price per gigabyte of RAM has been going down, it is still much higher than the
average price per gigabyte of distorage. In the near term, memory still exacts a premium relative

to the same quantity of disk storage. Currently, Amazon Web Services charges about US$0.10 per
gigabyte of disk storagéwhile memory costs about 100 times as much, at abd@10.57 per
gicabyte® The utilsation of scaledup in-memory analyticsis likely to be restricted to the deep
pocketed and technically astute orgaations.

4.4.1.6Predictive analytics

*1 Massimo Pezzini, et al. Top $vategic TechnologyTrends: Inmemory Computing[Online] Available from:

http://www.gartner.com/id=1914414Accessed 9th July 2012].

Amazon Web Services. Amazon Elastic Block Store. [Online] Availablatipffaws.amazon.com/ebs[Accessed
9th July 2012].

Gartner Weekly Memory Pricing Index 3QWUpdate. [Online] Available from:
http://www.gartner.com/technology/core/products/research/markets/hardwareStorage.[ggcessed 9th July 2012].
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Predictive analytics is a set of statistical and analytical techniques thatused to uncover
relationships and patterns within large volumes of data that can be used to predict behaviour or
events. Predictive analytics may mine information and patterns in structured and unstructured data
sets as well as data streams to anticipataife outcomes The real value of predictive analytics is to
provide predictive support service that goes beyond traditional reactive basalix assistancend
towards aproactive support by preventing servitmpacting events from occurring

Accordirg to Gartnet*, three methods are being evaluated within the marketplace for the prediction
of technical issues within the product support space, although Gartner believes that mature
predictive support services will ultimately use a combination of alldtukthese approaches.

Patternbased approachThese technologies seek to compare #iale system performance and
configuration data with unstructured data sources that may include known failure profiles, historic
failure records and customer configurati data. Powerful correlationrgyines are required to seek
statistical patterns within huge multifaceted repositories to determine if the customer's current
configuration and performance data indicates tlalikelyfailure.

Rulebased approachStatistcal analysis of historic performance data, previously identified failure
modes and the esults of stress/load testing anesed to define a series of rules that real time
telemetry data is compared with. Each rule may interrogate multiple telemetry datatpe@ind
other external factorssuch as the time of day, environmental conditions and concurrent external
activities against defined thresholds. Breaches of these rules may then be collatedsaathtion
routines can be triggered depending ahe likely severity and impact of the resultant issier
outages.

Statistical process contrdiased models Control chart theory has been a mainstay of quality
manufacturing processes for more than half a century and has proven an invaluable aid to managing
complexprocessdriven systems. The advent of retrefiapable reatime telemetry, improvements

in data acquisition solutions and network capacity to support such large data volumes mean the
statistical techniques that underpinned the quality revolution withive tmanufacturing space can

now be used to industrialize IT services delivery. Statistical anomalies can be readily identified and
used to initiate appropriate contingent or preventive action to ensure that service performance is
unaffected, and the businescan continue.

Opportunities

Predictiveanalyticsexploits patterns found in historical and transactional data to identifgure risks
and opportunities Approaches are focused on helping comparéesjuire actionableinsights and
identify and respondo new opportunities more quickly.

Predictive analytics has diregpplications in many verticals
1 Law enforcement agencies can look for patterns in criminal behaviour and suspicious activity

which can help them identify possible motives and suspdeisding to the more effective
deployment of personnelFor example, th&edmonton Police Services uses sensors and data

* Rob AddyEmerginglechnologyAnalysis: Predictiveupport Services. [Online] Available from:

http://www.gartner.com/id=187581§Accessed 9th July 2012].
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analytics to create maps that define highme zones so that additional police resources can be
proactively diverted to thenf®

1 Publichealth authorities can monitor information from various sources, looking for elevated
levels of certain symptoms that signal a potential outbreak of disdasgingapore, the Institute
of High Performance Computing (IHPC) has developed a simulation niodethe
epidemiological study in Singapor@ case of a pandemic, the model can be used to predict the
spread and virulence of viruses, providing Singapore health authorities the basis for their public
health advisories and activities.

i Tax departmerd can use predictive analytics to identify pattertes highlight caseshat warrant
further investigations. Additionally, predictive analytics can be used to understand the likely
impact of policies on revenue generation.

Inhibitors

As predictive analyticsequires a multitude of data inputs, the challenge is to know which data

inputs would be relevant and how these disparate sources can be integrated. In some predictive
models, there is a need for user data touches on the sensitive issue of data priirealy, Ehe

reliability of the prediction outcomdace scepticism especially when the prediction outcome
RSOAIFIGSa FNRBY GKS RS Quwll faliime Yot decibidniakels)®b aocdpt e ¥ OA S
outcomes of predictive analytics asnanfluencing factor of any decision@milarly it will take time

for the underlying predictive algorithsto progress and maturé more sophisticated level

4.4.1.7SaaShased business analytics

Softwareasa-Service (SaaS) is software owned, delivered andagech remotely by one or more
providers.A single set of common code is provided in an application that can be used by many
customers at any one tim&aashased business analytics enables customers to quickly deploy one
or more of the prime components ofuginess analytics without significant IT involvement or the
need to deploy and maintain an eremises solution.

The prime components:

Analytic _applications Support perfemance management with prpackaged functionality for
specific solutions;

Busines analytics platformsProvide the environment forel/elopment and integration, information
delivery and analysis;

Information _management infrastructuse Provide the data architecture and data integration
infrastructure.

Opportunities

> IBM. Edmonton Police Service Fights Crime with IBM Business Analytics Technology. [Online] Available from:

http://www -03.ibm.com/press/us/en/pressrelease/28455.wggcessed 9th July 2012].
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Leveraging on th benefits of cloud computing, Sah8sed business analytics offers a quick,-low
cost and easyo-deploy business analytics solution. This is especially the case for enterprises that do
not have the expertise to setup-mouse analytics platform nor the temtion to invest in internal
business analytics resources. SaaSed business analytics may be useful for mid and small
enterprises that have yet to invest in any form ofpremise business analytics solutions.

Inhibitors
There could be integrationhallenges for enterprises that want to export data to, and extract data
from, the service provider for integration with the gamemise information infrastructure. As the

data resides on the cloud, Sah&sed business analytics may not be suitable forrmssies that
have to worry about data privacy and security issues.

4.4.1.8 Graph Analytics

Graph analytics is the study and analysis of data that can be transformed into a graph representation
consisting of nodes and link&raph analytics is good forlging problems that do notequire the
processing ofll availabledata within a data setA typical graph analytics problem requirde

graph traversatechnique Graph traversal is a processwdélking through the directlonnected

nodes An example o& graph analytics problem is to find out in how many ways two members of a
social network are linked directly and indirectly.more contemporary example of graph analytics
relates to social networks.

Different forms of graph analytics exist

Single pth analysisThe goal is to find a path through the graph starting with a specific node. All the
links and the corresponding vertices that can be reached immediately from the starting node are
first evaluated. From the identified vertices, one is to beesd based on a certain set of criteria

and the first hope is made. After that, the process continues. The result will be a path consisting of a
number of vertices and edges.

Optimalpath analysi¥ ¢ KA & |yl fe@adAad FAYRa (KBebds fathicauld LI § K
be the shortest path, the cheapest path or the fastest path, depending on the properties of the
vertices and the edges.

Vertex centrality analysi This analysis identifies theentrality of a vertex based on several
centrality assesment properties:
91 Degree centrality This measure indicates how many edges a vertex has. The more edges,
the higher the degree centrality.

1 Closeness centrality: This measure identifies the vertex that has the smallest number of hops
to other vertices. fe closeness centrality of the node refers to the proximity of the vertex in
reference to other vertex. The higher the closeness centrality, the more number of vertices
that require short paths to the other vertices.
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9 Eigenvector centrality: This meastrglicates the importance of a vertex in a graf@tores
are assigned to vertices based on the principle that connections to-duiglhing vertices
contribute more to the score than equal connections to {segoring vertices.

Graph analyticsan be used in anyareas

1 Inthe inancesector, gaph analytics is useful for understanding tmeney transfempathways A
money transfer between bank accounts may require several intermediate bank accanohts
graph analytics can be applied to determine the differeatationships between different
account holdersRunning the graph analytics algorithm on the huge financial transaction data
sets will help to alert possible cases of fraudulent transactamaoney laundering.

1 The use of graph analytics in thagistics sector is not new. Optimal path analysis is the obvious
form of graph analytics that can be used in logistic distribution and shipment environment.
¢KSNB N8B Ylye SEFYLXSa 2F dzaAy3I 3INI LK Fylfei
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1 One of the most contemporary use cases of graphlyticsis in the area of social media. It can
be used to not just identify relationships in the social network, tautinderstand them. One
outcome from using graph analytics on social media is to identifyditifeientiale figuresfrom
each social graphBusinesses can then spend more effort in engaging this specific group of
peoplein their marketing campaign or cusher relationship management

4.4.1.9 Master Data Management

Master Data is the official, consistent set of identifiers and extended attributes that describes the

core entities of the enterprise, such as customers, prospects, locations, hierarchiets and

policies. Master data management (MDM) is a technoleggbled discipline in which business and

IT work together to ensure the uniformity, accuracy, stewardship and accountability of the
SYGSNIINR&ESQa 2FFAOAIE Y aKINBR YIFAGSNIRFGEFE aasSas
There ardfour dimensions which any MDM discipline must addf8ss

Use caseThis refers to how the master data will be used. There could be three MDM use case types,
namely design (master data being used to build emtise data models), operation@naster data

being used to process bugas transactions) and analyti¢master data that is used to analyse

business performance).

Domain This refers to the entitwith which the data has relations. The domain could refer to
customer, supplier, product, material, enagglee and assets.

Implementation style This is the degree to which master data is stored and governed.

Industry. This refers to the specific meaning of master data in an industry context.

6 Gartner. Gartner Says Master Data Management Is One of the F&st@sing Software Segments in 2008. [Online]

Available fromhttp://www.gartner.com/it/page.jsp?id=80151PAccessed 9th July 2012].
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Organisations use master data for consistency, simplificationuarfdrmity of process, analysis and
communication across the enterprise. Once implementéé, master data moves the organisation
closer to the objective of data sharing in the application portfolio.

Opportunities

MDM helps to reconcile differentdata A £ 2a G2 ONBIFGS | YIF&aGdSNI RFGF o
either through physically consolidating data into a single data store or federation of the best source

of record data from multiple sourcé$lt is an example of an informatiesharing environmenthat

represents a key part of an enterprise information management initiative. MDM helps organisations

G2 ONBlIF]1 R2¢6y 2LISNIGA2YylFE O6FNNASNER® LG OFy KStLJ
analytical framework which can then improve thkility of users to make decisions more effectively,

leading toincreased performance and agility, process integrity and cost optimisation.

MDM domairs havea direct impact on the business. For example, MDM for customer data creates a
centralised systenof records for customer data such that all applications and business processes go
to the system to determine whether the right data was used and whether it is accurate. Having a
single view of customer data can be useful for all processes such as marlsatieg) and service
purposes, leading to a more custoragentric customer experience and improved retention levels.
MDM ensures the entire enterprise operates in one unified model for all its primary master data
objects. Enterprise wide MDM significantheduces the costs associated with organisational
integration that are needed for any transformative strategy by removing organisational barriers that
inhibit information reuse.

Inhibitors

MDM requires sustained attentionand any form of multiyear progamme is difficult as peopl@ a
roles, business conditions and workloads vary over time. In addition, functionally and geographically
decentralised organisations have no organisational home for the MDM prageanGlobal
companies present different levels tefchnical sophistication, and political and cultural sensitivities.
This makes the execution of MDM processhallenging. MDM requires at least some central
control and reconciliation, even if local customisation is allowed. Finally, breaking down tdne da
silos is not an easy task. On one hand, there could be no one who is willing t@riatata
stewardship roles and on the other, the business unitsy refuse to give up data ownership and
control.

4.4.2 Three to fiveyears

4.4.2.1Complex event ppcessing

I a02YLX SE¢ S@Syld Aa |y FoadaNrOlAz2zy 2F 2GKSNJ 4ol
of these events. Complex event procegs(CEPrombines data from multiple sources to discern
trends and patterns based on seemingly unrelatedents. It is a style of computing that is

*" Gartner. Gartner Says Master Data Management Is One of the F&tasing Software Segments in 2008. [Online]

Available fromhttp://www.gartner.com/it/page.jsp?id=80151pPAccessed 9th July 2012].
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implemented by eventriven, continuousntelligence systemsA CEP system uses algorithms and
rules to process streams of event data that it receives from one or more sotwcgenerate
insights.It processescomplex events placingthem in context to identify threat and opportunity
situations.For example, sales managers who receive an alert message containing a complex event
that says, "Today's sales volume is 30% above average" grasp the situation morethaickiyhey

were shown the hundreds of individual sales transactions (base events) that contributed to that
complex eventThis information is then used to guide the responseénseandrespondbusiness
activities. Computation of CEP is triggered bg thceipt of event data. CEP systems store large
amount of events within the memory spaces and they run continuously so that they can act
immediately as the event data arrives.

Field operations

Y 74 &
p@/),
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processing
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In-memory
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event store
Applications

Servers / Databases

Figurel6: Eventprocessing platform

Opportunities

CEP is the basis for a growing number of pattsaised strategi€, particularly those that leverage
low-latency operational intelligence. CEP enables operational technology and business activity
monitoring (BAM) applications. CEP imprevéhe quality of decision making by presenting
information that would otherwise be overlooked, enables faster response to threats and
opportunities, helps shield businesprofessionalsfrom data overload by implementing a
managemerdby-exception policy, rduces the cost of manually processing the growing volume of
event data in business.

Drivers for CEPtechnology will come from the sensandrespond and situation amreness
applications CEPcould be used to analyse events within a network, power gricbthier large
systems to determine whether they are performing optimally, experiencing problems or have
become targes of an attack. It could also be used in optimisation analysis which could help activities
such as inventory tracking, detecting of threadshiomeland security and supply chain management.
With CEP, financial trading institutions can correlate worldwide stock, commaodity and other market

8 Gartner definesPattern based strategy as the discipline that enables business leaders to seek, amplify, examine and

exploit new business patterns. A buess pattern is a set of recurring and related elements such as business activities
and events that indicates a business opportunity or threat.
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movements to recognise potential opportunities or problems with current portfolio holdings. CEP
could also gamine internal corporate activities to determine if they conform to corporate policies or
government regulationsWith CEP, businesses can map discrete events to expected outcomes and
relate them to key performance indicators (KPIs), extracting insiplatsiill enable them to allocate
resources to maximise opportunity and reduce risk.

Inhibitor

At a list price ranging from US$50,000 to US$50Q,C&P platforms can be awer-investment for
many eventprocessing applications thditandles modest volungeof events and simple processing
rules. In most cases, v&nt processing castill be done withoutadoptingthe CEP technology. By
embedding custom CEP logigthin the businessapplications, the outcome could be equally
desirable in most cases.

The lackof awareness and understanding of CEP and what it can do is another inh@itayne

hand, many software developers are in fact creating applicatisith CEP logic without realising

that they are actually implementing CEP, and hence they reinvent treelrhany times over. On

the other hand, there is a lack of expertise among business analysts, system architects and project
leaders in recognisingow a general purpose evefrocessing platform can help in building CEP
applications.

4.4.2.2Mobile Busiress Analvtics

Mobile business analytics is an emerging trend that rides on the growing popularity of mobile
O2YLMziAyad CNRBY GKS Y20AfS 42N} F2NOSQa LISNELISO
insights from baclend data storecreates aneedfor mobile business analytics. There are two types

of mobile business analytics: passive and acfive

Passive mobile business analytics revolves ardghady LJdz#aétar. Bvent-based alerts or reports

can bepushed to the mobile devices after being refredreg the backend. Passive mobile business

analytics may be a step ahead in providing accessibility convenience to thebusérs not enough

to support the justin-time analytical requirements usemnsant. Active mobile business analytics

enables userso interact with the business analytics systemstha-fly. It can work as a combination

2F 020K alLlzaKé |yR alldz f ¢ S OKgoastjtuteS & ao Lidga KX y Al (yAR
further analytical operations on the repotb obtain additional infomation could comprise the

a LJdfactore

There are two approaches tdevelop business analytics applications for mobile devices: creating
software for specific mobile operating systems such as iOS or Android or developing brasser
versions of their bsiness analytics applicatiori3eveloping a browsdpased version of the business
analyticsapplicationrequiresonly one timedevelopment effort and the deployment can be made
across devices. On the other hand, custdeveloped mobile business analytiapplications can
provide full interactivity with the content on the device. In addition, this approach provides periodic
caching of data which can be viewed offline

* Information Management. Mobile Business Intelligence for Intelligent Businesses. [Online] Available from:

http://www.information-management.com/specialreports/2008 89/1000170%tmli?zkPrintable=1&nopagination=1
[Accessed 9th July 2012].
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Opportunities

Mobile business analytics facilitates -sffe decision making. More oftethan not, decision makers

only need access to a few key analytics metrics churned out by thedmackiata store. Having
access to these metrics on a mobile device can reduce decision bottlenecks, increase business
process efficiency and enable broadaput into the decision at hand. In addition, dewvisgecific
capabilities can increase the value of mobile business analytics. For instance, incorporating location
awareness with a mobile business analytics query provides a location context to the dueryser

can then obtain the query results that are relevant to his location

Inhibitors
Technical and security risks concern will inhibit the uptake of mobile business analytics, especially in
the case of missicaritical deployments. Sensitive corpéeadata can be at risk if a tablet or

smartphone device is compromised. The uptake of mobile business analytics is dependent on the
4dz00Saa 27F | y-yoSrpuinSeviceNBY®DPQgiamo NA y 3

4.4.2.3Video Analytics

Videoanalytics is the automatianalysis of digital video images to extract meaningful and relevant
information. Also known agideo content analysis (VCA), it uses computer vision algorithms and
machine intelligence to interpret, learn and draw inferenfesn image sequence¥/ideo analytics
automates scene understanding which otherwise would have required human monitoring. It is not
only able to detect motion, but also qualifies the motion asdabject, understands the context
around the object, and track thebjectthrough the scene. In theory, any behaviour that can be seen
and accurately defined on adgo image can be automatically identified and subsequently trigger an
appropriate response.

There are two approaches to video analytics architecture, namely edge lsgstgimsand central
basedsystems

Edgebasedsystem

In this approachyideo analytics is performed on the raw imagen the video source (i.ethe
camera) before any compression is applied. This means the image has the maximum amount of
information content allowing the analytics to work more effectively. Processing of locally sourced
data makes the system resilient to transmission/network failures. Alerts can be responded to locally
or stored for transmission once the network connection is resumed. Bandwidth usage can be
controlled by reducing frame rates, lowering resolution and increpgnage compression when no
events or alerts are in progresEdge basedystemmust be implemented through an IP video
camera or video encoder with sufficient processing powris may result in larger units with
greater power requirementsompared toconventional analogue or network cameras.
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Figurel7: Edgebasedsystemarchitecture

Centratbasedsystem

In this approach, theideo analytics is implemented through a dedicated server that pulls the video,
analyses itand issus the alerts or analysis results. Since the analytics equipment is installed at one
central location, itmakesfor easiermaintenance and upgradin@he systentan be protected from
power failure by using a central uninterruptible power supply (UPS). Wiideindependentof-
camera approach is applicable to most types of surveillance systems, large amounts of network
bandwidth may be required to transmit high quality images from the image capture devices.
Compression and transmission effects may impede éfficiency and accuracy of the analysis
because ofhe loss of information content within the images.
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Figurel8: Centratbasedsystemarchitecture

Opportunities

Video analytics can span acrdassiness intelligencand security. Automated surveillance cameras

with analytics can detect the presence of people and vehicles and interpret their activities.
Suspicious activities such as loitering or moving into an unagdtbdarea are automatically flagged

and forwarded to securitypersonnel.In the retail sector, video analytics can enhance the customer
experience and drive revenue generation through an improved understanding of the customer
experienceWith video analytics, retailers are able to analyse customer time in the sbarealuate

the effectiveness of key store promotional ared®etailerswill also be able to determine the
demographics of store visitors and recognise the buying patterns by correlating sales receipts to
customer demographics.

Inhibitors
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Despite technlogical advancements that lead to impraveideo capabilities such as scene and
object recognition, the current analytics is still focused on intrusion detection and crowd
management where events happeandomly and often appeal to very specific vertidaiat require
customisatior™ In addition, vdeo analytics may still be plagued by accuracy and reliability issues,
including problems caused by shadows or foli@gel areas of high contrast in lighfThe vwdeo
analytics system will have the issuefalsealert (or false positive), largely due to the sophistication
level of the analytics algorithms. False Alert Rate (FAR) refers to the number of times the system
creates an alert when nothing of interesthappening. FAR of one per camera per day may sound
acceptable but it may be magnified after multiplying across hundreds of camdrasexample, in a
network of 100 cameras, that will equate to a false alert every 14 minutes.

Hardware limitation is a concern. While video analysis can take place atdtpe devices, the
hardware requirement for each cameoa deployment costill be high with computing capability
installed in each camera to run complex video analytics algorithms. On the other hand, video
analytics that take place at the central servall wequire highbandwidthwhile the image feeds for
video analysis may suffer from attenuation and loss of details. This may intipedecuracy of the
video analysisThere is a rise of {Pased cameras but a majority of the current infrastructure
continues to employ analage based cameras. The delineation of both technologies will also result in
an increase in cost for adoption of video analyfics

4.4.2.4DataFederation

Data federation technology enaldghe creation of virtual imemory views of data integrated from

one or many data sources they can be used for business intelligence or other analysisffect,

data federation provides the ability to create integrated views of data that appear o th
applications as if the data resides in one place, when in fact it may be distritidaéal federation
technology provides the ability to create abstract interfaces to data. The virtual views against one or
many data sources can be presented in a way whéenoves the applications from needing to know
anything about the physical location and structure of the data. These virtually integrated views of
data from multiple distributed sourceand abstracted interfaces to data auseful in supporting a
varietyof different data integration requirements.
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Client Application Data
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Figurel9: Overview of data federation

* David Reinsel, Christopher ChuteCW12nd Video Surveillance: To the Edge and Beyond? [Online] Available from:
http://www.idc.com/research/viewtoc.jsp?containerld=2342%&ccessd 9th July 2012].
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Data federation technolgy enableghe creation ofrapid prototypes of integrated views of data.

This helps to achieve the flexibility for chanand yet maintain pervasive and consistent data access
with reduced costs because there is less need to create physically integrated data structures. The
end result is greater agility from the orgaaiion's data assets. The value of data federation will
increase in importance as companies seek to expand their capabilities for accessing data types on
top of structured databas® including documents, webased data and other data of a less
structured variety However, current dta federation tools face pesfmance challenges ithe light

of the significant and rapidly growing volumes of data managed by organisations. While data
federation tools increasingly offer stronger capabilities for data transformation, the ability to deal
with the complex data qualitissues remains limited. As a result, deployments of data federation
technology on broad missietritical and large scale systems remain rare.

4.4.2.5Phase chnge memory (PRAM)

Advancemend in memory technology, particularly through the form of neolatile memory,have
changed the way data is being accesdddnvolatile memory speeds up data access and pulled the
storage closer to the processoCurrently, theNAND Flashmemory technologywith persistent
storage andan access speed thad much fater than disk drivesis a new form of data storage.
Beyond Flash, there are other newolatile memory storage technologie®ne of them is phase
change memory

PCRAM is touted as a fast, loywower, randomaccess, noivolatile and potentially lowcost
memory technology. It uses a chalcogenluised alloy that is formerly used in rewritable optical
media such as CBsind has several significant advantages over current NAND flash memory. Firstly,
it is more robust than NAND with an average endurance ofiillibn write cycles compared to 100
thousand for enterpriselass singkevel cell (SLC) NANDThis also translates to the possibility of
creating simpler wear levelling algoritwhich will require less software and memory overhgad
Secondly, PC RAis byteaddressable and this means that it is much more efficient than NAND at
accessing smaller chunks of data.

PCRAM will likely gain a foothold as replacement for dd@nsity NAND flash or serve as a bridge
memory, filling the gap between NAND an®AM. This technology will probably have the most
impact on mobile phons and embedded applications where it has the potential to gradually
cannibalse the market for flash memory during the next few years. The access speed and the non
volatile nature of tlis technology will be very useful when it comes to kégleed data analytic®,g.,

for example, by enabling-imemory analytics or complex event processing)

4.4.2.6Audio analvytics

Audio analytics usea technique commonly referred to as audio miniadnere large volumes of
audio data are searched fapecificaudio characteristics When applied in the area ofspeech

5t Gartner,6Emerging Technology Analysis: The Future and Opportunities foitGémdration Memory 2011

2 HPC WireResearchers Challenge NAND Flash with Phase Change Ng2odry

% A flash cell can only be written on a finitember of times before it fails or wears out. Wear leveling algorithms make
sure that the write load is spread evenly across all the flash cells in the storage environment so that a situation where a
few cells in the environment receive a majority of theterdoad and wear out before the other flash cells does not
occur.
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recognition, audio analytics identifies spoken words in the audio and puts them in a searchédile.
two most commonapproachesto audio mining are text-based indexing and phonerimsed
indexing:

Largevocabulary continuous speech recognitidrargevocabulary continuous speech recognition
(LVCSRj)onverts speech to text and then uses a dictionary to understand what is being said. The
dictionary typically contaisup to several hundred thousand entries which include generic wasds

well as industry and company specific terfasing the dictionary, the analytics engine proesshe
speech content of the audio to generate a searchablerfile. The indeXile contains information
about the words it understood in thaudio dataand can be quickly searched for key words and
phrasego bring out the relevantonversations that contain theearch terms

Phonetic recognitionPhonett recogiition does not requireany conversion from speech to text but
instead works only with sounds. The analytics engine first analyses and identifies sounds in the audio
content to create a phonetibased index. It then uses a dictionary of several dozen pheséno

convert a search term to the correct phoneme strifigpe system then looks for the search terms in

the index.

One difference between the phonetic recognition and LVCSR relates to which stage (indexing or
searching) is the most computationally intswe. With phonetic recognition, the rate at which the
audio content can be indexed is many times faster than with LVCSR techniques. During the search
stage however, the computational burden is larger for phonetic search systems than for LVCSR
approacheswhere the search pass is typically a simple operation. Phonetic recognition does not
require the use of complex language modelphonetic recognition can be run effectively without
knowledge of which words were previously recognised. In contrast, knowlefigshich words were
previously recognised is vital for achieving good recognition accurattye ihVCSRystem LVCSR
approaches must therefore use sophisticated language modebing to a much greater
computation load at the indexing stage andutggin significantly slower indexing speeds.

An advantage of the phonetiecognition approaclis that an open vocabulary is maintained, which
means that searches for personal or company names can be performed without the need to
reprocess the audio. WitLVCSR systems, any word that was not known by the system at the time
the speech was indexed can never be found. For examplaiegiously unknown termcalled
"consumerisatioh is nowpopular. This words not alreadyin the dictionary of words used by an
LVCSR systeamnd thismeans theanalytics enginean neverpick outthis wordin the audiofile that

was processed by the system. In order to find matches for this new word, the LVCSR system has to
be updated with a new dictionary that contains the wombhsumerisatioh and all the audi has to

be preprocessed againThisis a timeconsumingprocess This problem does not occur with
phonetic audio mining systems because they work at the level of phesenot words. As long as a
phonetic pronunciation fothe word can be generated at search time, it will be able to find matches
for the wordwith no re-processing of audio required.

Opportunities
Audio analytics used in the form of speech analygosbles organisations with a call centre to

obtain marke intelligence. The call records that a call centre maintain typically represents
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organisations will want to extra@nd mine for market intelligenceSpeech aalytics can be applied
across all the call records for a company to gather data from the broadest squoesible. More
importantly, the data is gathered from actual customer interactions rather than recollextibthe
interaction at a later date. Asrasult, the data isnore accurately placeth the actual context.

Government agencies and regulated organisations have to handle large amounts of recorded
conversatios for security and intelligence purposes. Manual transcription and analysis are not only

slow; they risk either late or missed intelligence. Audio analytics can be applied for real time audio
streams and users can move straight to the specific point in the conversation recording where the
word or phrase of interest is useithyprovingthe montoring processes.

Inhibitors

There are limitations to the accuracy and reliability of audio analytics. It is difficult to have 100%
accuracy in the identification of audio streams. In the case of speech analytics, the system may not
be able to handleaccented words. Moreover, even if the analytics algorithms were sophisticated
enough to identify words to a high level of accuracy, understanding the contextual meaning of the
words would still be a challenge

4.4.3 Hveyearsor more

4.4.3.10Quantum @mputing

a2RSNY O2YLlziAy3a YIe& 0SS 02yaiRHMBER INFehse NE dzAf 0 &
power ofconventionalcomputers,it is necessarto pack moreransistorsc the basic components of
acomputer¢ within a single computerThis is gettingncreasingly difficultThe maximum number of
transistors that can possibly be packed will soon be reached and computers will have to be
revolutionisedto meet the computing demarsbf the future.

Quantum computing a convergence between quantum phys&sd computers,represens this
revolutionary form of computingwhere the data is represented by qubitUnlike onventional
computerswhich containmanysmalltransistors that can either be tuad on or off to represent O or

1 to represent dataeachqubitin quantum computingan be in the state of O or 1, or a mixed state

where it represents 0 and 1 at the same tinféis is a property known as superposition in quantum
mechanics and it provides quantum compugére ability tocompute at a speedxponentally faster

than the conventional computes. For certain problems like searching databases or factoring very

large numberg 1 KS o6 axa 27 (2RI &qQuantunyanpiitdrdicdur yrodics anK y A 1j dz$
answer in days whereas the fastest conventional patar would take longer than 13.7 billion years

of computation®

In quantum computing, data value held in a qubit has a strong correlation with other qubits even
when they are physically separated. This phenomenon, known as entanglement, allows scientist

dictate the value of one qubic just by knowing the state of another qubic. Qubics are highly
susceptible to the effects of noise from the external environment. In order to ensure accuracy in

> Kenneth Chang. I.B.M. Researchers Inch Toward Quantum Computing. [Online] Available from:

http://www.nytim es.com/2012/02/28/technology/ibrinch-closeron-quantumcomputer.html?_r=JAccessed 9th
July 2012].
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guantum computing, qubics must be linked and placed in adlosed quantum environment,
shielding them from noise. Areas which require huge computational posvgrsecurity and digital
image processing, will witness quantum computing transforming the speed at which these processes
are carried out

To date, quarim computing has not been demonstrated in a verifiable way as the technology is still
in the early stage of research. However, guantum computing continues to attract significant funding
and many researcles are being carried outon both the hardware and afgithm design. Some
significant advances made during the recent yeaay pavethe way torealisequantum computer

1 Google has been using a quantum computing device created-Wa¥2 since 2009 to
research on a highly efficient way to search for imagesetlaon an improved quantum
algorithm discovered by researchers at MiT

1 IBMresearchersuilt on a technique developed by Robert J. Schoelkopf, a physics professor
at Yaleand derived a qubit which lasted as long as-a0e000th of a seconih 2012°. This
helped to lengthen the time in which error correction algoritlsntan detect and fix
mistakes.Otherwise, generating reliable results from quantum computing is impossible as
the error rate is too high.

< 3 years 3-5 years > 5 years
* Hadoop MapReduce + Datafederation * Quantum Computing
and HDFS + Audio analytics
* NoSQL DBMS » Video analytics
+ Text Analytics (consumer marketing)
* Visualisation-based * Complexevent
data discovery tool processing
* In-memory analytics * Mobile business
* Predictive analytics analytics
« SaaS-based business * Non-volatile Memory:
analytics PC-RAM
« Master Data * Improved analytics
Management algorithms

Figue 20: Big Data technology radar

45 Market Opportunitiesand Implications

Big Data can be used to create value across sectors of the economy, bringing with it a wave of
innovation and productivity gaing.he discussioon the inpact of Big Data focuses very much on
the application of Big Data analytics rather than on the middleware or the infrastructberefore

*® paul Marks. Google demonstrates quantum computer image search. [Online] Available from:

http://www.newscientist.com/article/dn18272yoogledemonstratesquantum-computerimagesearch.html
[Accessed 9th July 2012].
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the adoption of Big Data technologies always comes from the analytics perspettiivlein turn
drives the adoptiorof the underlying supporting technologie&ccording to McKinséythere are
FTAOS ostea (2 fSOSNIXr3IS . A3 510l Qa LRGSYOGALrt G2

Creating transparencyMaking Big Data more accessible to relgvstakenolders acrosslisparate
departments/units in a timely manner can create value by sharply reducing the data search and
processing time.

Enabling experimentatiarAs organisations create and store more transactional data in digital form,
they can collectmore accurate and detailed performance data on many relevant aspects, such as
product inventoriesand staff movements. These data can be used to Igse variability in
performance jdentify root causes and discover needs or opportunities.

Segmenting popations Organisations can leverage Big Data technologies to create highly specific
customer segmentations and to customise products and services that meet those ibedgh his
functionality may be weltknown in the field ® marketing and risk managements use in other
sectors,particularly inthe public sectorjs not common and to a certain extent may tensidered
revolutionary.

Replacing/supporting human decision maki@pphisticated analytics with automated algorithms

canunearth valuablensights that would otherwise remain hidden. These insights can then be used
to minimise decision risks anidnprove decision making. In some cases, decisions may not be
completely automated but augmented by the analysis of huge datasets using Big Data teshniqu
rather than small datasets and samples that individual decision makers can handle and understand.

Innovating new business models, products and servitkssng emerging Big Data technologies,
companies can enhan@nd createnew products and services.

The application of Big Data varies across verticals because of the different challenges that bring
about the different use casesh@ common driver of Big Datanalyticsacross the verticalss to

create meaningfulinsights which translate to neweconomicvalue Adoption of Big Data and
analytics can be seen in the following verticals:

45.1 Healthcare

Big Data has a huge applicatiorhealth care particularly in areas where analysis of large datasets is
anecessanpre-condition for creating valudPassible adoption of Big Datmalyticscould be done in

a few specificareas. One of them is comparative effectiveness research (CER).islesigned to
inform health care decisions by providing evidence on the effectiveness, benefits and harms of
different treatment options. The evidence is generafedm research studies that compare drugs,
medical devices, tests, sunmges, or ways to deliver healtiare®” By analysing large datasets that
include patient genome characteristjcand the cost and outconseof all related treatments
hedthcare servicegan identify the most clinically effective and ceftective treatments However,
before any analytial techniques can be used, comprehensive and consistent clinical and claims
datasets must be captured, integjed and made available to researchdn this areaissues of data
standards and interoperability as well as patient privaoyflict with the provision oBufficiently
detailed data to allow effective analgs

° us. Department of Health & Human Services. What is Comparative Effesgyeasearch. [Online] Available from:

http://www.effectivehealthcare.ahrg.gov/index.cfm/whais-comparativeeffectivenessesearch1/[Accessed th July
2012].
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The other application of Big Data artadg can be in the area of Clinical Decision Support System
(CDSS). A CDSS is a computer application that assists clinicians in improved decision making by
providing evidencédased knowledge with respect to patient dafsSuch systems analyse physician
entries on patient data and compares them against medical guidelines to alert for potential errors
such as adverse drug reactions, in the process reducing adverse reactions and resulting in lower
treatment error rates that arise from clinical mistakes. Thetayn can be extended to include the

mining of medical literature to create a medical expert database capable of suggesting treatment
options to physicians based on patient record. The system can also be extended to include image
analytics to analyse medicimmages such astdy and CT scans for pdéagnosis

Finally, pedictiveanalyticscanbe applied on patient profiles to identify individuai$o are liable to
contract a particuladisease Proactivetreatments can be administered in an effort to premt the
illness or limit its severitgo asto control healthcare costsThe ability to identify patients most in
need of services has implications for improwszhtment quality and financial savings.

4.5.2 Retall

The retail sector is built oan understanding the consume€s N3X { |. Xdp retéilers ardiraining
customer data and using Big Data technologies to help make decisions about their marketing
campaigns, merchandising and supply chain management. Retailers are using more advanced
methods in @alysing the data they collect from multiple sales channels and interactions. The use of
increasingly granular customer data gives retailers access to more detailed analytics insights which,
in turn, can improve the effectiveness of their marketing and chandising efforts. The clearer
insights will also provide retailers greater accuracy in forecasting stock movements, thereby
improving supply chain management

Marketing

There are many ways which Big Data and analytics can be applied in retail nmarkate of these

applications is to enable croseglling which uses all the data that can be known about a customer,
AyOfdzZRAY3 GKS Odzad2YSNRa RSY23IANI LIKAO&SX LIzZNOKIF &S
purchase amount. Online retailer, Amazohd | 3J22R SEIFYLI S® 2 AGK AGS
recommendation engine, Amazon is able to provide prodacbommendations relevant to each of

its customers, based ontheir browsing, shopping habits and other online profiles. According to the
company, 30% dfs sales are generated by its recommendation engine

' y2UGKSNIJ I NBF g2dzZ R 0SS ¥F2NJ {&t&e HelurNduizsd &8 tohdp tHey | £ & & .
NEGFEAT SNE ONBIFGS || Y2NB O2yRdzOA@PS AK2LIIMAY3A Sy JdAl
PUNODKI aSd | LIadaAoAtAde KSNB Aa O tore Raffic gatte@A RS2 |

and behaviour to help improve store layout, product mix and shelf positioning. Thirdly, analytics can
be used to harness consumer sentiments. Sentimenalysis leverages the streams of data
generated by consumers on various social media platforms to helgdimea variety of marketing

8 Runki Basu, Norm Archer, Basudeb Mukherjee. Intelligent decision support in healthcare. [Online] Available from:

http:// www.analyticsmagazine.org/januaryfebruaig012/507intelligentdecisiorsupportin-healthcare[Accessed
9th July 2012].

The Economist. Building with big data. [Online] Available fittp://www .economist.com/node/1874139Accessed
9th July 2012].
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decisions. Finally, Big Data analytics helps retailers create -segments of their customer pool.

Along with the incease in customer data, the increasing sophistication in analytics tools has enabled
Y2NB 3INI ydzZ  NJ Odzai2YSNJ LINPFAf Ay3IsS KSELAY3A NBGIFA
product and service offerings.

Merchandising

Retailers have to conder the optimgation of their product assortments. Deciditige right product

mix to carry inthe stores based omnalysis ofocal demographigsuyer perceptiorand purchasing
habits can increase saleSecondly, retailers can use the increasing granpiiing and sales data
together with the analytics engine to optimise their pricing strategy. Complex demand and elasticity
analytics models can be used to examine historical sales data to derive insights into product pricing
at the stock keeping unit§KJ) level. Retailers caalsouse the data and consider future promotion
events and identify causes that may drive sales.

Supply chain management

Inventory management is crucial in any successful retail strategy. With the details offered by Big
Data amlytics from the multiple huge datasets, retailers can have a clear picture of their stock

movement and improve on their inventory management. A well executed inventory management

strategy allows retailers to maintain low stock level because the suppéspond more accurately

to consumer demands. Retailers would want to optimise their stock level so as to reduce inventory
storage costs while minimising the lost sales due to merchandise-etgsk

45.3 Education

In the education sector, learners aceeating information at the same time as they are consuming
knowledge. Students are faced withcreasingly demanding curriculahere they are no longer
expected to regurgitate facts from hard memorising but are required to learn the subjects with deep
understanding. At the same time, the onus is also on the educators as high expectations are placed
on them to provide personalised teaching and mentorilge challenge for the educators is to be
able to have a clear profile of each of the students undeirtbkearge. Creating a profile for each of

the students would require disparate sets of information and this is where the opportunity lies for
Big Data analytics.

As more emphasis is being placed on learning that is adagierspnal and flexible, theres the

YSSR (G2 YAYS dzyaidNHzOGdzNBER RI Gl aazudentgenerated dzZR Sy i &
contents. Learning analytigssuch asSocial Networks Adapting Pedagogical Practice (SNAS4

be deployed to analyse this dataNAPP is a softwaredl that allows users to visualiske network

of interactions resulting from discussion forum posts and replies. Vibgalisationprovides an

opportunity for teachers to rapidly identify patterns of user behaviour at any stage of course
progressionThisinformation provides quick identification of the levels of engagement and network

density emerging from any online learning activities. From there, disengaged and low performing
students can be identified.

60 University of WollongongSocial Networks Adapting Pedagogical Practice. [Online] Available from:
http://research.uow.edu.au/learningnetworks/seeing/snapp/index.htfflccessed 9th July 2012
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‘ Students disconnected
! from the netwark
-

Students central
to the network

Figure21: An example of network visualisation diagram

Other opportunities for Big Data analytics can be exemplified by Civitas Learning, a digital education
platform that usegpredictiveanalytics to help guide educational decision mafir@jvitas akes data

such as demographic, behavioural and academic gmtvided byits partner institutions and
anonymiss and combines them. The data is then analysed to identify trends and provide insights
such as identifying the courses and tracks that are rheseficial based on the students profile and

the instructional approaches that tend to be most effective at ensuring good educational outcomes.
These insights are than translated into rtiale recommendations for students, instructors, and
administratorsthrough a custonsed platform.

4.54 Transport

For a land scarce country like Singapore, there is a limit to the number of infrastructure
developmentsthat can be implemented to provide better publictransport servicesBig Data
analytics offer the opprtunity for public transport service operators to obtain critical insights on the
passenger demand trends so as to implement more effective measures in their service provisions.

Personalised reatime information for travel options

61 Megan Garber. Can Better Data Keep Students From Dropping Out of College? [Online] Available from:

http://www.theatlantic.com/technology/archive/2012/05/casbetter-data-keepstudentsfrom-droppingout-of-
college/257520[Accessed 9th July 2012].
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The prevalence ofmsartphones makes it possible for individuals to have information tools that
identify and provide a variety of travel options, enabling commuters to make the best decision in
terms of time and costs. By entering a destination, a commuter could be givesstineated time of

arrival for different travel options that include buses, trains or private car transport. This will require
feeding data from sensors placed on board the public transport vehicles as well as along the roads
into computation models that @dict traffic patterns and travel times at different times of the day.

The model can also be built to take into account other factors, such as the likelihood of a crash on a
particular roadway at a given time of day, weather conditions and even the aatiécipfuel
consumption and cost. These models can enable predictions of train and bus arrival times, and
compare these mass transit approaches with different routes the commuter could take by car, and
make recommendations of how to travel to a destinatiarthe most effective way

Reattime driver assistance

Analytics of the data from the sensor networks can provide information which could help drivers
navigate the road. This includes incorporation of +@@e road condition information to enable
active routing. Drivers will always be adviséd real timeto use the least busy roads. As the
sophistication of the algorithm increases,-n@uting of vehicles will include the avoidancerofd
closuresand roadworks. This approach can optimise road usageaiore balanced manner, thereby
minimising congestion and decreasing the overall travel time without necessitating expensive new
transport networks

Scheduling of mass transit systems

Analysis of passenger boarding data, bus and train location data aades of sensor networks data
could allow for accurate counts of the number of people currently using the systems and the
number of people waiting at each stop. This information could be used to dynamically manage the
vehicles based on actual demand

Improved urban design

Part of the enhancements to the transport systémeludesimprovements to urban desigrurban
planners can more accurately plan for road and rasssit construction and the mitigation of
traffic congestion by collecting and apsing data on local traffic patterns and population densities.
With the help of sensors and personal location data, urban developers can have access to
information about peak and offeak traffic hotspots and volumes and patterns of transit Udee
information can help urban planners make more accurate decisions on placing and sequencing of
traffic lightsas well as thdikely need for parking spaces.

455 Finan@

Big Data plays a significant role in the finance sector, especially with regard dodedection with
the application ofComplex Event Processing (CEMy relatingseemingly unrelated eventCEP

62 Oracle. Oracle Information Architecture: AND KA § S OG Qa DdzA RS G2 . A3 516G ohyftAySse
http://www.oracle.com/technetwork/topics/entarch/articles/oedig-data-quide1522052.pd{Accesed 9th July
2012].
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aims to give companies the ability to identify and anticipat@portunities and threatsCEPIs
typically done by aggregatindata from distributed systens in reaktime and applying rules to
discern patterns and trends that would otherwise go unnoticed. It is with the analysis of these huge
datasets that fraud activities could be more easily detectedor example, unusual spending
patterns suchasbuying French train tickets online from a US IP address minutes after paying for a
restaurant bill in ChinaNonetheless, thisgs only possiblewhen IT systems of large financial
institutions are able to automatically collect and process large volunietata from an array of
sources including Currency Transaction Reports (CTRs), Suspicious Activity Reports (SARS),
Negotiable Instrument Logs (NILs), InteHbesed activity and transactions, amdany more. It

would be ideal toinclude the entire history profile changes and transaction records to best
determine the rate of risk for each of the accounts, customers, counterparties, and legal entities, at
various levels of aggregation and hierarchy. WHhitis was traditionally impossible due to
constraintsin processing power and cost of storagfee Hadoop Distributed File System (HDR&

made itpossible to incorporate all the detailed data points to calculate such risk profiletarel

the results sento the CEP engine to establish the basis forribk model. A database management
system will capture and store low latency and large volume of data from various sources, as well as
reaHime data integration withthe CEPengine to enable automatic alerts, and trigger business
process to take appropriatactions against potential fraud

Companies in the finance sector also apply big data analytics to understand customer behaviour in
order to increase custosar intimacy and predict the right product to introduce at the appropriate
time. Thisinvolves undestanding customers andompetitors, and using computational algorithms

to make sense of the worldHighperformance analytics can help to reach customers at precisely the
right time and place, and with the right message, so banks can acquire and groofitabye
customer base. Many companies such as British Pearl, a techrAmdsgg financial solutions
company, make use of unstructured data to find the best ways of attracting and retaining customers.
Since it costs much more to acquire a customer thamiaai one, anothe large financial services

firm in the USA uses data from 17 million customers and 19 million daily transactions as an early
warning system to detect customer disengagem&nEertain interactions and transactions trigger
alerts to frontline staff who immediately contact the customer whenever there is an indication that
the relationship needs to be nurtured. Not only do finance companies use its own datasets, they also
work with partners operating in and out of the financial sector to géaranore comprehensive and
accurate view of the market. By obtaining data about potential customers and their online presence,
products and services can be tailored more accurately to specific individuals, and customers can be
more effectively retained

Working with various data sources can help financial institutions identify patterns and trends which

YSI &adzNB LIS2L)X SQa fA1StAK22R (2 0S FNI dzRdzZ Syid Ay
Getting nsights of consumer majolife events reducesi KS ol y1 Qa NAR&] SELRAc
Odza G 2 Y S NE ToadsdsIhé& ddadlitviorthiness andconductrisk evaluation, banksan apply
high-performance analytical techniqude detect subtleanomalythroughout large loan portfolias

Banks can use these ¢bniques to reduce the time needed to identify problem loans from more

than 100 hours ta fewminutes®, resulting insignificant savings.

4.5.6 Dataprivacyand regulations

8 sas. Banking on Analytics: How Heghformance Analytics Tackle Big Data Challenges in Banking. [Online] Available

from: http://www.sas.com/resources/whitepaper/wp42594.pdffAccessed 9th July 2012].
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The harvesting of large dataseand the use of analytics clearly involve data privacy and security
concerns. The tasks of ensuring data security and protecting privacy become harder as the
information can easily transcend geographical boundaries. Personal data such as health amal finan
data can help to bring about significant benefits such as helping to identify the right medical
treatment or the appropriate financial services or products. Likewise individual shopping and
location information can help to bring about better shoppixperiences by informing customers of

the products and services that are of greater relevance

Organisations may have tried to use various methods afidatification to distance data from the
real identities and allow analysis to proceed while at thensdime containing privacy concerns.
However, researchers have provéimat anonymised data cabe re-identified and attributed to
specific individuaf§®*. These research outcomes disrupt the privacy policyddaape by
undermining the faith that can be placed in anongation. The implications for government and
businesses can be stark, given thatidentification has become a key component of numerous
business models, more notably in the contexts of targetedketing and health data. The challenge
is for the individuals and organisations to be thoughtmtldind a comfortable tradeff between
data privacy and service utility.

4.5.7 Big Data related initiativesn Singapore

L5! Q& Ly 3dSNYySNIAF Y wBAhSYRDS D2N2 dzLJ

IDA has put forth a strong initiative in data and business analytics with its Internet of Knowledge
OaLhYeé0 STFF2NIDP ¢KAA AYyadSANIYGSR | LIINRIFOK Ay@2ft @
analytics in key industry sectors, wdoping infocomm industry and manpower capabilities,
establishing scalable and secure data exchange platforms, formulating the appropriate data policies,

and developing "data hubs" that will deliver innovative data services and applications. Collectively,

these will create a vibrantlata and analytics ecosystem in Singapore and position Singapore
strategically as an international Data & Analytics Harterprisescanleverageon Singapore's Data

& Analytics capabilities tetrategicallyapply analyticxapabilitiesto guide business strateggssist

planningand optimise dayto-day business processes.

This initiative comprises three main thrusts:

Thrust 1: Developing Singapore'data and analytics capabilities to position Singapore as an
international Daa & Analytics Hub

The objective is to build up the local industry and manpower capabilities to serve the data analytics
needs of enterprises and users around the world. From the industry development perspective, the
planis to anchor leading data and dgptics vendors and users and build platforms to hub regional
demand in Singapore. This can be achigwedwvo measures. First is to catalytbe development of
innovative analytics and cloud computing products and services by anchoring intellectual propert
commercialisatia activities into Singapore. Second is to drive regional business development out of
Singapore by building market channels and developing new business models to capture regional
analytics users and partners.

% paul Ohm. Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization. [Online] Available from:

http://epic.org/privacy/reidentification/ohm_article.pd{Accessed 9th July 2012].
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From the manpower developmemierspective, there are three strategies in focus. The first strategy

is to enable professional conversion by collaborating with leading analytics players and Institutes of
Higher Learning (IHLs) to enable conversion opportunities for professionals thnmrgbhops and
on-the-job training. The second strategy is to create and deliver business analytics and cloud
computing training capacities by collaborating with Singapore Workforce Development Agency
(WDA) and industry players to establiblisiness analyés and cloud computingpb roles and
competency standardsinder the National Infocomm Competency Framework (NICR third
strategy is to build business analytics and cloud computing talent for the industry by collaborating
with universities and polytdmics to roll out business analytics and cloud computing diploma and
undergraduate degree programmes.

Thrust 2: Drive sectoral economic competitiveness with innovative application of Data & Analytics

IDA seeks to drive the adoption of data and anadyiickey sectors of the economy to enhance the
competitiveness of these sectors and work with key players and sectoral champions to increase the

level and sophistication of data and analytics adoption. There are two main initiatives under this
thrust. Thefirst initiative is thedevelopment of the Business Analytics Shared Services for retail and

whole sale sectordDA and its industry partners will be investing a total of S$5.3 million to develop a

suite of Business Analytics shared services for thel rata wholesale sector$hese services, to be

RSLX 28SR 2y aKIFINBR AYFTNI auNUWzOGdz2NBzZ gAftft SyKIFyOS
Analytics, Inventory Optimisation and Operations Analytisgrting mid2013. Through this

initiative, IDAhofa (2 f26SNJ SYGSNIINAaASaAaQ O2adG 2F | R2LIGA?Z2
available analytics services to the retail and wholesale sectdpplied to the vast amount of

transaction data that retailers have accumulated over time, these analytiegcesrwill allow them

G2 RSNAGS 3INBFGSNI Ayairdakaa 2F GKSAN OdzadG2YSNRERQ
holding and increase overall operational efficienBgsidesthe retailandg K2t Sal £ S a4 SO0 2 NE
initial efforts in Data & Analyticsdaption will also cover other sectors such as healthcare, insurance,

and foodandbeverage.

The second initiative is the Government Business Analytics Programme. The objective of the
programme is to build public sector capabilities in analytics and dneeadoption of analytics by
Government agencies. The programme will focus on implementing shared business analytics services
for Government to implement analytics applicatiormeveloping public sector analytics capabilities

and creating awareness of agtits and promoting a datdriven and evidencbased decision
making culture.

Thrust 3: Develop supporting platforms and enablers for Data & Analytics

The objective of this thrust is to establish the enablers that are required to support the developmen

2F {Ay3AFLRNBQA RFEGF FYyR Fylrtedaoa OFLIOAfTAGASE
of data and analytics. One initiative under this thrust is the Softveara-Service (SaaS) Enablement
Programme.The programme provides funding for Saablement projectsn order to lower the

barriers of SaaS adoption, expedite the SaaS enablement process and upgrade the capabilities of
Independent Software Vendors (ISVs) in SaaS enablement.

Another initiative under this thrust is thg@roposal for anew regulatory framework on Data
t N2EGSOGA2Y (2 AYONBFaS O2yadzyYSNI G4NHzaAG yR adNBy
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hub. A data protection bill is set to be tabled in parliament by Q3 281the proposed bill will strike

a balance betweenhie need of organisations to collect, use, or disclose personal data for reasonable
purposes and the right of individuals to have their personal data protedirddata protection bill

will impose obligations on organisations to act responsibly in theaadin, use and disclosure of an
AYRAGARdIZ f Qa LISNBR2Y I f RFEGlF ®

SMU Living Analytics Research Centre (LARC)

With research grantef S$26 milliorfrom the National Research FoundatigNRF)the Singapore
ManagementUniversity (SMU)has set upa Living Arlytics Research Centre (LARC) with Carnegie
Mellon University TheCSy (1l NB Q& 2 ad®&hceiihe @ddiondl éffortio? developing business
analytics as a strategic growth area for Singapore dedelop new techniques to acquirend
analysedata on cmsumer and social behaviogp asto develop applications and methods that will
benefit consumers, businesses and society.

The Living Analytics research program is unique in that it combines the key technologies of Big Data
(largesscale data mining, statical machine learning and computational tools for the analysis of

dynamic social networks) with analytics focused on consumer behaviour and social media. LARC will
substantially strengthen the ability to execute consumer and social insight trials tlabemefit

from any combination of the abilitio observe how large numbers of users actually behave through
automatic observation of their digital traces and understand, and predict the ways in which the
preferences and behaviour of individuals influent®se of their associated groupdhis will

contribute toward positioning Singapore as a hub for companies to analyse consumer insight data
2NRAIAYFGAYT FNRBY Ydz GALI S O2dzy iNASa | ONRaa ! ai
technology platforms, mject outputs, and working relationships with key regional and global
O2yadzySNJ yR fAFSaidetS FTANYa ogAff ONBIGS OF LI oA
Institute of Asian Consumer Insight

data.gov.sg

The Singapore government has openup public data as an operating principle of public services
delivered by Government agencies as well as private providers. Significant social and economic
benefits could be realised through access to aggregated;peosonal databases collected routigel

by public servicesuch as transporand hospital statistics.

Many of these datasets are already provided through a common web ppdafa.gov.sgLaunched

in June 2011data.gov.sgoortal brings together over 5000 datasets from 50 government mieistr

and agenciesThe portal aims to provide convenient access to publistgilable data published by

the government, create value by catalysing application development, as well as facilitate analysis
and research. Besides government data and metadatda.gav.sg also offers a listing of
applications developedising government data, as well as a resource page for developers.

B otfeyS tKYSIK® {QLERNB RIGF LINRGSOU A Bg/movw. dnet.dod/sporé G 6f SR 6
data-protection-bill-to-be-tabled-by-g3-2062304224[Accessed 9th July 2012].
® [ AQGAYy3a 1ylteiaadoa wSaSINDK / SydiNBo [!w/ YR {Ay3IlILRNBQa bl
http://www.larc.smu.edu.sg/laresingaporenationatanalyticsinitiative.html [Accessed 9th July 2012].
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Figure22: Listingsof applications available on data.gov.sg

Local esearch effort

Big Data has been major focus for the local research institutes. R, the DataAnalytics
Department focuses on the effective mining adntplex patterns from large dataets both
structured and unstructuredt KS RSLI NI YSy G 6KAOK A& 2nilfgics2T { Ay,
researchers (with around 30 data scientists and 20 research engineers), develops machine learning
methods for data mining, focuses on teaching the computer to learn to identify complex patterns
and make statistically intelligent decisions basedtbe data. Compared to traditional analytics
methodologies such as statistical analysis and signal processing, machine learning technologies are
devised to handle a diversity of data from numbers and text to graphs &tzhlFositioningSystem
(GPS}rajectories. The department also develops text mining technologies to enable the computer

to automatically extract information from large collections of documents and web pages. For
knowledge representation and annotation, the department develops semanticntdobies and

makes use of ontologies. The department has significant strength and innovation in privacy
preserving technologies for data collection, sharing and warehousing, so that pdeacgrns are

taken into consideration when doing dataning.

The Data Analytics department has received considerable recognition through international awards
and winning international data mining benchmarking competitions. The department has active and
successful industry collaborations in the following areas:

1 Analyss of brand loyalty for customer relationship management;

1 Intelligent datadriven diagnostics and prognostics on mgkinsor data for aircraft
manufacture;

1 Analyzing fluid dynamics in terms of the spatial and temporal evolution of vortices from very
largescale simulations of sensor data;
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